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Abstract
Detecting what people feel or think about particular topics has been the subject

of several applications and research studies. In particular, people’s opinions are
an important key to enhance event experience and direct the decision upon at-
tending future events. There is a need to explore and aggregate in real-time the
online sentiment that could be retrieved from many sources such as news articles
and microblogs. However, automated opinion discovery is a complex task that
requires a high-level text analysis, particularly in micro-posts characterized by
short informal text. In this report, we provide an overview about relevant opin-
ion sources for events and we discuss a variety of issues related to sentiment
classification.
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1 Summary

Detecting what people feel or think about particular topics has been the subject of several
applications and research studies. In particular, people’s opinions are an important key to
enhance event experience and direct the decision upon attending future events. There is
a need to explore and aggregate in real-time the online sentiment that could be retrieved
from many sources such as news articles and microblogs. However, automated opinion
discovery is a complex task that requires a high-level text analysis, particularly in micro-
posts characterized by short informal text. In this report, we provide an overview about
relevant opinion sources for events and we discuss a variety of issues related to sentiment
classification.



ALIAS

2 Abbreviations and Acronyms

API
CRF
LODE

OWL

NER
NLP
POS
RDF

SIOC
sLDA
SVM

Application Programming Interface

Conditional Random Fields

An ontology for Linking Open Descriptions of
Events

The Web Ontology Language is a knowledge rep-
resentation language based on description logics. It
has an RDF syntax and in its dialect OWL-Full (one
the three flavors of OWL) includes the RDF/S se-
mantics

Named Entity Recognition

Natural Language Processing

Part-Of-Speech

The Resource Description Framework is a knowl-
edge representation language based on a triple
model, and serves as foundation for other semantic
web languages such as RDFS or OWL
Semantically-Interlinked Online Communities
supervised Latent Dirichlet Allocation

Support Vector Machine
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3 Introduction

The ALIAS robot has to provide a range of functionalities that promote the social inclu-
sion of elderly and engage them in different type of events. Retrieving informational and
opinionated content that stimulate the user’s knowledge of events, e.g by reading articles
from online newspapers and blog post, is therefore of particular interest in this deliverable.
The opinionated content is actually often considered as an important cue that describes
events, and it can also be exploited for recommendation purposes. However, tracking
people’s sentiments about events as expressed in online forums, newspapers or social net-
works is a challenging task. It is difficult to retrieve relevant content, and to extract the
opinions expressed in the sentences in order to summarize the overall sentiment of people.
These tasks rely on high-level text analysis involving subjectivity detection and polarity
classification to determine whether a document, a sentence or an entity is associated with
a positive, a negative or a neutral opinion. Despite the intuition that events would be as-
sociated with sentiment fluctuations, there has been very little attention to deeply study
the nature of this event-sentiment relationship.

In this document, we provide an overview of some definitions important in the study of
sentiment analysis (Chapter d). Then, we describe relevant opinion sources for events
and the techniques used to retrieve relevant content (Chapter [5). Once data collected,
to determine the overall sentiment about events, we detail some existing techniques that
could be applied based on machine learning and opinion words dictionaries (Chapter [6)).
Finally, we give our conclusion and outline the future work (Chapter|7).
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4 Background

Mining and retrieval of opinionated content has recently gained attention in research stud-
ies. Discovering what people think about entities, events and their properties is an impor-
tant task that promotes the decision making. Opinions are usually subjective expressions
that describe people’s sentiments, appraisals or feelings towards a variety of topics [1]].
A plethora of online services such as blogs, Internet forums and social networks host
an ever-increasing amount of users’ feedbacks and views on products and many other
entities. However, it is difficult for a human reader to find relevant sources, extract re-
lated sentences with opinions, read them, summarize them, and organize them into usable
forms [1]]. Thus, there is a need for an automatic opinion discovery from single or hetero-
geneous sources, which is the focus of sentiment analysis, also called opinion mining.

The sentiment analysis is based on Natural Language Processing (NLP) techniques trying
to infer people’s sentiments using their language expressions. Sentiment analysis concen-
trates on attitudes, whereas traditional text mining focuses on the analysis of facts [2]]. It
is in general cast as text classification problem where two sub-topics have been mostly
addressed in research studies. The first topic aims to classify an opinionated document
as expressing positive or negative sentiment, known as document-level sentiment classi-
fication. The second topic classifies individual sentences as subjective or objective that
means whether a sentence expresses an opinion or not, known as subjectivity classifica-
tion. Then, the subjective sentence is classified as expressing positive, negative or neutral
opinion, known as sentence-level sentiment analysis. On the other hand, some research
studies [3, 4] have also investigated another problem called the feature-based sentiment
analysis. The goal of this analysis is to detect the targets on which opinions have been
expressed in a sentence. This is important when we want to produce detailed analysis
about an entity and its related features. For instance, in a product review sentence, a set of
product features and their related opinions can be identified and classified as positive or
negative sentiment. For example, an event is associated to a set of features such as artists,
location and attendees, and one sentence may contain opinions related to one or more of
these features.

In order to provide a clear description of opinionated document, we report the models of
object and opinionated document defined in [[1].

* Model of an object: An object o is represented with a finite set of features, F' =
f1, f2, ..., fn, which includes the object itself as a special feature. Each feature
fi € F can be expressed with any one of a finite set of words or phrases W, =
W;1, Wiz, ..., Wim, Which are synonyms of the feature, or indicated by any one of a
finite set of feature indicators I; = i;1, %2, ..., %; Of the feature.

* Model of an opinionated document: A general opinionated document d contains
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opinions on a set of objects oy, 09, ..., 0, from a set of opinion holders hy, hs, ..., Iy,
The opinions on each object o; are expressed on a subset F; of features of o;.
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S Data Sources for Opinion Retrieval

The sentiment analysis involves in building a system to collect and examine opinions
about the product made in blog posts, comments, reviews or tweets [2]]. Nowadays, opin-
ions are in general shared over a large variety of web services. For example, the opinions
about events are described in different newspaper texts, micro-posts and other important
documents where cues such as occurrence time, location and agents are often specified.
However, retrieving relevant informations from different sources and detecting emotional
states from texts are challenging tasks. In this chapter, we focus on the first task and we
describe the sources and techniques used to build relevant corpus, from which emotional
states can be detected. Examples of opinions sources are news sites and micro-bogging
services, for which we detail how to retrieve data and link it with relevant topics.

5.1 News Sites

There exist a variety of websites that report the latest news about social events or other
related entities. Examples of online news sites are Guardiarﬂ BB and New York Time
providing open data available for re-use on the Internet. The news sites provide interesting
facts that describe an event environment and could potentially hold subjective insights.
For instance, the Radiohead Concerf|given on the 6th of November 2012 in New Zealand
has been reported in UnderTheRadar.Co.Nz, a music news website. The articleE] contains
the following sentences: “Radiohead played an epic show last night at Auckland’s Vector
Arena. A show that attacked all the senses, face-meltingly loud and visually stunning”. A
strong positive opinion is clearly expressed and highlighted through a set of high intensity
positive adjectives. Broadly speaking, the news websites are popular source of opinions,
but they typically contain much less clearly stated opinions compared with other sources,
which makes harder the opinion mining [5]. This is because the news articles are in
general narrative-oriented reports detailing facts about what has been happened. A few
attention is paid to express explicit feedbacks, which are in turn reported by few authors
(e.g the author of the article) leading to a low opinion diversity.

We use the web APIs provided by the sites to retrieve relevant articles on a particular
event or feature. We exploit the explicit relationships that exist between EventMedia and
the news web sites. For example, Guardian has recently used Linked Data in its open plat-
form, so that the identifier supplied by a third party could be utilized to locate Guardian

1http://www.guardian.co.uk/
thtp://www.bbc.co.uk/
3www.nytimes.com/
4http://www.last.fm/event/3213752
5

http://www.undertheradar.co.nz/news/5977/Live-Photos-Radiohead---Vector-Arena-Auckland.utr
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content. For instance, MusicBrainz IDs has been added to Guardian articles, and conse-
quently the lookup by these identifiers via Guardian API is made possible. It is worth to
note that MusicBrainz is an open music encyclopedia that collects, and makes available
to the public, music metadata. There exist another example called Echo Nest, a project
devoted to aggregating, indexing, using, and sharing vast troves of music data. Its API
enables the lookup of highly relevant news articles also using MusicBrainz IDs. Thanks
to our reconciliation framework explained in the Deliverable D4.3 [6], we have been able
to link nearly 40 000 agents in EventMedia with MusicBrainz dataset. In consequence,
we simply use the identifiers when it is possible to retrieve news articles about agents
involved in particular event. Similarly, we also exploit the connections between Event-
Media and DBpedia established during the reconciliation to retrieve the articles of New
York Times about agents linked to DBpedia. By this approach, we highlight the impor-
tance of Linked Data to greatly simplify information retrieval. In addition, we mainly
focus on building a corpus of news articles using agents instead of other entities such
as events or locations. In fact, most of articles with reference to events contain also a
reference to involved agents. Then, to discover opinions about each entity (i.e: event), a
feature-based analysis can be performed (see section [6)).

5.2 Micro-blogging Services

Microblogging services have recently been a very popular communication tool generating
millions of daily messages, some of which concerns events of different types. Because
of a free format of messages and an easy accessibility of microblogging platforms, Inter-
net users tend to shift from traditional communication tools (such as traditional blogs or
mailing lists) to microblogging services [7]. Social networks such as Twitter, Facebook
or Google Plus provide now services for microblogging, where authors discuss a variety
of topics about their life and share opinions. In addition, it is found that the number of
elderly who spend time on these sites has recently increased, so they provide interesting
sources in the context of ALIAS project. For instance, according to recently conducted
study [8]] by Pew Internet (an internet research company), the number of social network-
ing users aged 65 or more increased from 13% in 2009 to 33% in 2011. Given the ease
with which one could create and maintain online relationships, elderly are more motivated
to share information and to create a community of friends on social networks.

Among these services, Twitter is the most popular microblog website enabling users to
post 140 characters status update messages (tweets). In particular, participants are more
and more engaged in real-time discussion on Twitter during real-world events. Twitter
users share information about upcoming events, the events the users are attending and
events being broadcasted. In [9], a study shows that an important event can be expected to
trigger more informational tweeting, in contrast to personal communication. In Table[5.1]
we report examples of typical opinionated posts from Twitter about some events.

The microblogging services have been a subject of many research studies in sentiment

10
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Event | Tweet | Polarity

Coldplay and Jay-Z Concert | What a better way to welcome the new | Positive
on 31th of December 2012 year then attend a Jay-Z and Coldplay
concert at the Barclays Center...

Winter Festival in Newcastle | It’s looking fantastic at the rehearsal for | Positive
the Winter Carnival
29th Chaos Communication | A really enjoyable #29¢3 talk by Natalie | Positive
Congress in Hamburg Silvanovich on her reversing Tamagotchis

Table 5.1: Examples of Twitter posts with expressed opinions about particular events

analysis. In particular, detecting opinions about particular events comprises two tasks.
More precisely, as data shared in microblogging services are often noisy and unstructured,
detecting sentiments should first cope with retrieving relevant content about particular
event, and secondly mine and summarize opinions. In this section, we focus on the first
task that has to connect structured data with noisy content.

Many microblogging services provide an API to allow developers to collect data program-
matically. For example, the Twitter API allows making HTTP calls to their servers with
parameters to get filtered data. Twitter API allows filtering by location, keywords and au-
thor. Retrieving relevant content about known events can be ensured using a set of terms
such as event title, agents’ names and location. Then, an alignment can be performed
to filter relevant tweets and associate them with particular event. In [10], the authors
present an automated approach to align tweets with the events they illustrate. They use
two machine learning techniques: proximity-based clustering and Naive Bayes classifica-
tion. In [[11], our alignment approach is based on named entity extraction (NEE) to tackle
the noisy nature of tweets. The evaluation shows a precision of about 60% and recall of
about 47%.

There also exists a plethora of tools to perform sentiment analysis of Twitter messages.
First, the user enters a search term to retrieve related tweets, and then he gets back all
the positive, negative and neutral classification of those tweets, along with some graphics
such as pie charts or graphs. Typical basic online tools are Twitter Sentimentﬂ TweetFee
and Twitrrati]

6http://www.sentimentl40.com/
7http://www.tweetfeel.com/

8http://www.twitrratr.com/
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6 Sentiment Classification

Sentiment classification is the task to determine the polarity of a document as express-
ing a negative, positive or neutral opinion. There are a number of challenging aspects of
this task. Opinions in natural language are very often expressed in subtle and complex
ways, presenting challenges which may not be easily addressed by simple text catego-
rization approaches such as n-gram or keyword identification approaches. Recognizing
the semantic impact of words or phrases is a challenging task in itself, but in many cases
the overarching sentiment of a text is not the same as that of decontextualized snippets.
Negative reviews may contain many apparently positive phrases even while maintaining
a strongly negative tone, and the opposite is also common. Most of existing techniques
are based on supervised learning, and also on unsupervised methods and nature language
processing (NLP) techniques. In particular, a much attention has been paid recently to the
sentiment analysis from micro-posts because of their noisy nature. The micro-posts tend
to be less grammatical than longer posts and typically contain a frequent use of abbrevi-
ations, emoticons and sarcasm words, which are difficult for a machine to detect. In this
section, we describe some related work in the field of sentiment classification and more
generally, in the field of text mining.

6.1 Supervised Learning

The machine (ML) approach applicable to sentiment analysis mostly belongs to super-
vised classification in general and text classification techniques in particular. A number
of supervised learning techniques have been applied to sentiment classification such as
Naive Bayes, maximum entropy (ME), and support vector machines (SVM) [12, [13]]. For
standard machine learning, a set of texts annotated for polarity by human coders are used
to train an algorithm to detect features that associate with positive, negative, and neutral
categories. The trained algorithm can then look for the same features in new texts to
predict their polarity. In general, the machine learning approaches make use of syntactic
and/or linguistic features. Examples of features are: (i) the n-grams which means the
frequency of occurrence of all n consecutive words; (ii) the part of speech tags (POS),
particularly the adjectives which are considered as important indicators of subjectivity
and opinion; (ii1) the opinion bearing words which are commonly used to express an
opinion such as good, beautiful, wonderful used to express positive sentiment; (iv) the
negation words which often change the sentiment orientation, for example, considering
the difference between the phrases ”good” and “’not good”. For example, the work in [[13]]
aimed to classify the tweets on the basis of positive or negative sentiment using n-gram
and POS features, and trained on instances which had been annotated according to posi-
tive and negative emoticons. The evaluation underlines the high accuracy achieved with

12
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machine learning algorithms (Naive Bayes, Maximum Entropy, and SVM) when trained
with emoticon data. In [2]], the authors provide an insight about the difference between
some ML methods employed to classify sentiments in movie and product reviews. It
has been shown that the discriminative models such as support vector machines (SVM)
outperform generative models. Nevertheless, despite their performance, the supervised
methods are highly sensitive to the domain from which the training data are extracted.
The reason behind is that words and even language constructs used in different domains
for expressing opinions can be substantially different [2].

With regards to our interest, few are the research studies that address sentiment analysis
about events. In [[14]], an approach has been proposed to mine future events from news
articles, and identify related sentiment for recommendation purpose. The assumption be-
hind is that positive feelings are related to entertainment event such as festival, concert
and sport event, while the negative feelings are induced by events such as accident, crime,
slow traffic, and poor weather. The approach is based on document level sentiment clas-
sification where the identified events from a news article are assigned the news article
sentiment. Two classification methods have been applied, namely the supervised Latent
Dirichlet Allocation (sLDA as a generative graphical model) [15] and the Support Vec-
tor Machine (SVM as a discriminative classifier). The results show that the Linear SVM
and the Gaussian SVM perform better than sLDA and the human-based classifiers. One
limitation of this approach is the assumption that the sentiment polarity is reflected by the
event category, and there is no deep analysis of the article content. Other studies have also
analyzed event sentiment from Twitter in order to detect whether there is a correlation be-
tween events and increases in sentiment strength. Most of them are based on unsupervised
methods (see section [6.2)), since it is challenging to provide sufficient training data from
minute texts.

6.2 Unsupervised Techniques

There exists many unsupervised techniques for sentiment classification. Most of them
are lexicon-based approaches that use dictionaries of opinion bearing words that can be
created manually or automatically using a set of seed words and an online dictionary.
Examples of dictionaries are the Harvard General Inquirer'} the WordNet-Affec{| based
on [16] and SentiWordNelﬂ For a given text, all words are extracted and annotated with
their polarity value using the dictionary scores. The polarity scores are in turn aggregated
into a single score for the text. A typical lexicon-based example is the Twitrratlﬂ website
that uses a manually-made list of positive and negative keywords to classify the tweets
as positive, negative or neutral. Figure [6.1] shows an example of opinionated tweets in
Twitrratr about the music band “Coldplay”. In conjunction with lexicon-based approach,

http://www.wjh.harvard.edu/~inquirer/
http://wndomains.fbk.eu/wnaffect.html
http://sentiwordnet.isti.cnr.it/

BL N —

http://www.twitrratr.com/
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( | N\ twitrratr

SEARCH
SEARCHED TERM POSITIVE TWEETS  NEUTRAL TWEETS HE GATIVE TWEETS  TOTAL TWEETS
coldplay 150 1473 1670
8.98% POSITIVE 88.20% NEUTRAL 2.81% NEGATIVE
is @listeningto "clocks” by MNME Radio is now playing Yellow feels bad for alex until coldplay
le. |coldplay @ http:/iis.gd/4gmg omg! e | by Coldplay (view) |+ comes on. (view)
with 8.5 mn views. good show mr
martin. (view) . —
MNow on XM 54: The Scientist by coldplay says it... ‘tears stream
i love itunes commercials. they l#2  |Coldplay {view) |2 down your face/when you lose
s |should make more of those. like something you can not replace/...
coldplay's. (view) - - - lights will guide [her] home’
. @allypanic coldplay is becoming godhelpusall (view)
| the office starts now. just saw the . like beyonce . they're everywhere.
ﬂ: coldplay is on snl this week. (view) dear @11twenty, my bad b, didnt
-_| should be a good one. (view) - - ‘0 know you liked coldplay. check
- . P~ M1an. | Foks wit ColdPlay (view) craigslist; mad tix for sale.
. @brianburton doe_snt kn_ow any sincerely, boam (@5oh7) (view)
ls. |coldplay songs...i am still cool
enough for keystone? (view) e dear @11twenty, my bad b, didn't

Figure 6.1: Opinionated tweets in Twitrratr about the music band “Coldplay”

a linguistic analysis of the grammatical structure is also exploited to predict the polarity of
a given text. For instance, linguistic algorithms may attempt to identify context, negations,
superlatives, and idioms as part of the polarity prediction process [17].

In [18]], Thelwall et al. use the SentiStrength algorithm to analyze sentiment from Twitter
posts about popular events. SentiStrength [19] is designed for short informal English text
with abbreviations and slang. It exploits a list of sentiment words with associated strength
ranging from 2 to 5. The algorithm integrates many functionalities such as a machine
learning optimization of strength values, a spelling correction, a negation words list and
an emoticon list, the repeated letters and the exclamation mark which reflect sentiment
intensification. The results highlight that popular events are normally associated with in-
creases in negative sentiment strength, and that peaks of interest in events have stronger
positive sentiment than the time before the peak. Similarly, another approach analyze
Twitter posts to explore the relations between popular events and fluctuations of public
moods. It measures the sentiment of each tweet using an extended version of the Profile
of Mood States (POMS), a lexicon-based approach assessing six individual dimensions of
mood, namely Tension, Depression, Anger, Vigour, Fatigue, and Confusion. The results
highlight that social, political, cultural and economic events are correlated with signifi-
cant, even if delayed fluctuations of public mood levels along a range of different mood
dimensions.

14
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6.3 Feature-based Analysis

The feature-based analysis is a fine-grained analysis that mines opinions in context and
determines the features which have been opinionated. In fact, most of current systems do
not consider the target when classifying the sentiment, and they only operate at the doc-
ument level or at the sentence level. For example, the tweets in Twittrar are classified as
positive or negative, but there is no correlation between the search keyword and the sen-
timent detected. For instance, in the tweet: “I feel bad for alex until coldplay comes on”,
there is no negative opinion about the search keyword “Coldplay”, although classified as
negative tweet according to Twittrar website. To overcome this problem, some of existing
techniques have been used such as the Named Entity Extraction (NER), the Conditional
Random Fields (CRF), and the rule-based methods which consider the grammatical de-
pendency relations detected when parsing the text. For example, Maynard et al. [3]] first
identify the relevant entity and then look for linguistic relations that associate opinions
to this entity (for instance, an entity may be linked to a verb expressing like or dislike as
its direct object). In their system, they propose to integrate an event recognition module
that identify events to be used as possible targets for the opinions. They adopt a pattern-
based method to identify domain-specific events using Entity Recognition and linguistic
relations. For example, events can be expressed by text elements such as event-referring
nouns (“crisis”, “accident”), noun phrases (“economic growth”), etc. Although their ap-
proach is interesting, there is still much work in progress to be evaluated. Moreover, to
the best of our knowledge, there is no work that mine opinions about the elements that
can be part of an event environment, and thus of the global sentiment. A research area
that can, of course, be more investigated in order to provide an accurate and fine-grained
analysis of sentiments related to events.

15
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7 Conclusion

This report describes the different tasks required to mine and classify opinionated content
with particular focus on events. We give an overview about the existing techniques em-
ployed in information retrieval, natural language processing and computational linguis-
tics. From the technical point of view, to enhance the performance of sentiment classifi-
cation, it is found that different types of features, classification algorithms and linguistic
methods are combined in an efficient way in order to overcome their individual drawbacks
and benefit from each other’s assets. In particular, an attention has been paid to event sen-
timent classification in social media which highlight the correlation between events and
increases in sentiment strength. In the future, we plan to experiment with existing tech-
niques to deeply analyze the associative relationship between events and sentiments in
EventMedia.

16
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