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D2.2 | Executive Summary

This report concerns objective criteria that measure: global quality, intelligik
saliency and sharpness of sounds. First, these algorithms are resumed in ident
sheets that helptodent i fy the best al gorithm
existing criteria of global quality and intelligibility which can be adapted for pu
environments and presbycusis persons. The selected algorithms are based on
models. Some othem are based on auditory perception, like PESQ which pre
effectively global quality. These types of algorithms are more likely to be fi
presbycusis problems. We selected also algorithms that are based on acoustic pa
which predict intdlgibility regarding b reverberation and loudspealedfects due to thg
target environment of 16City For Al
We also propose new criteria to measure intelligibility: the sharpnessimgfared from
image processing. This is a new measure of audiotyclrat can be adapted f
presbycusis problems thanks to its range of sensibilitydeganoise and reverberatio
Besides, we suggest to measure auditory saliency to predict the attractive power
ease of recognition of vocal announces and leama for our target audience.
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General introduction

The objective of this report is to give an overview of the existing objective speech quality

and intelligibility assessment algorithms. We focus however on the assessment methods
open to be fit to the different nmeelyther ement s
assessmerdf:

- intelligibility and clarityof vocal announces for all
- global listening quality and comfort for all
- saliency of vocal announcements and jingles for all

This report is organized in two parts. The first part gidEntification sheds for each
assessment algorithm, each of them being detailed in the second part of the report.

The second part is structured in two categories of assessment criteria:

- Classical and standardized quality and intelligibility assessment algorithms: thedelect
assessment methods presented in this part are based on perceptual aspects and frequency
octave/bark band analysis, thus allowing for fitting to take into account presbycusis.

- Recently proposedor AAL | 6 Ci ty f or audid saliengy ang sharpness
assessment methods: both inspired from image processing and adapted here to measure
the saliency and the sharpness of sounds.

File:d2-2_297-2013_report_nm_tb_gm_sl_mj Page3 of 84
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PART |

Identification sheets

of objective assessment algorithms and criteria

File:d2-2_297-2013_report_nm_tb_gm_sl_mj Paged of 84



AAL 201134-056

D2.2v2.00

Global qualityand!l nt el I'i gi bil ity AFor Al Il O

Measure of Quality

Name Frequency weightedvariant signal to noise ratio(fwvarSNR)

Applications Used to test noise reduction algorithm [9].

Model The frequency weightedariant signal to noise ratio @@mputed in the
frequency domaiand expressed as follaw

Boo+>i7
L A
T TE T L
o q 3 0

Where! is the number of frameds the number of filtes in the filter
bank s =the weight of the j th frequency bangl, O h the amplitude
of the jth frequency band of clean sigrplid b the amplitude of jth
frequency band of noisy signal.

Inputs Intrusive measure that take as input

C clean and degraded speech

Outputs This criterion gives an SNR measure in dB.

Complexity Computed frame by frame, tii@SNR can be running in real time
with parallel processing for each band. An overall SNR can be
computel for each sentence.

Known limits The criterion was not tested forlonge ver ber ati on t

takes into account notlinear distortion.

Known performances
and conditions of
evaluation

In [9], thefwSNR was tested with subjective overall quality measure
With 25 frequency bands, the fwSNR predicted score reach&s up
0.8 correlation with subjective score and an error standard deviatic
of 0.36

Interests for the

ThefwSNR is simple to use and can be adapted for different subjec
measure and population.

| 0 Eile:d2¥ 297-90%3 ¢
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Possible adaptation for
presbycusis

ThefwSNR can be adapted for presbacusis with two methods :

- Adapt the frequency band weight in order to correlatefWl8N\NR
with presbycusis subjective measure.

- Consider the hearing loss of presbycusis as an internal nois
each frequenchand. This noise can be added as an SNR for ¢
band depending on the audiogram of the subject.

Observations

This measure isdsed orthe original frequency weighted SNH.

Algorithm available in Matlab.

References

[5] [6] [9]

File:d2-2_297-2013_report_nm_tb_gm_sl_mj Page6 of 84
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Measure of Global quality (Mean Opinion Score)

Name Perceptual Evaluation of Speech Quality (PESQ)

Applications Used to test speech quality in telephony system. PESQitdake

account, noise, codec degradat

Model PESQis a standard objective algorithm that is based on

psychoacoustic model. Perceptual intesighalrepresentatiors
computed using auditory model following the steps illustrated beloy
original
input Perceptual Internal representation
model —* of original
] oo o comne | T
the audible difference
delay estimates d; T
Perceptual Internal representation
degraded moéé] — of degraded
ou;pur
Descriptive schema of PESQ model
Inputs Intrusive measure thétke as input :
C clean and degraded speech

Outputs Mean Opinion Score (MOS) between 1 and 4.5. 1 for bad quality a
4.5 for excellent quality.

Complexity Even if PESQ is based on frame by frame processing, we cannot rt
i n real ti nmeel ibgencnaeunsted oOrtegmnei r e s
find the best alignment between degraded and clean signal

Known limits

The criterion was not tested for room reverberation degradation ant
public address systems.

Known performances
and conditions of
evaluation

For 22 known ITU benchmark experiments, the average correlatiol
was 0.935The figure below gives mapping between subjective sco
and PESQ score.

File:d2-2_297-2013_report_nm_tb_gm_sl_mj
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PESQLQ

"45 2 25 3 35 4 45 &
Condition MOS

Mapping between subjective score (abscissa) and PESQ score (ordinate)

Interests for the PESQ algorithm talsinto account perceptual hearing featuteat can

o be used to simulate the perceived quality of announces.
Il 6City For

Possible adaptation for | Thepsychoacoustics models implemented in PESQ can be modifie
presbycusis reflect the hearing loss of presbycusis. In fact the absolute hearing
level can be modified together with masking effect.

Observations PESQ was extended to a new objective algorithm ddeexptual
Objective Listening Quality Assessment (POLQA) that takes into
account super wideband for speech communication and reverbera

Algorithm is available in Matlab and C.

References ITU-T recommendations P.862/P.862.1/ P.862.2/ P.862.3

File:d2-2_297-2013_report_nm_tb_gm_sl_mj Pages of 84
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Measure of Intelligibility
Name Speechbased Speech Transmission Index (Speeblased STI)
Applications Used in public address communication system
The speecibased STI is an intelligibility measure that is based
Model . :
speech modulation frequency o mput e an i ntel
derived from STI measure that uses synthetic signal to con
intelligibility score. The speeebhased STI uses real sentences to ex
Modulation Transfer Function (MTF). One of methods that comp
the MTF from speech is the envelope regression methad it is
expressed as follows :
, ‘* Owo wo
a — —
‘ Owo
Where* and‘ are the temporalmeanab 0 andw 0 .w 0O
and o are the temporal envelopesf speech filtered by'koctave
band filter.
Inputs Intrusive measure that takes as input :
C clean and degraded speech
Outputs Intelligibility score correlated with the standard STI score.
Complexity Speechbased STlcan be used in real time situation but with frame
size above 0.3s to keep good correlation \8ith.
Known limits

Not effective with short frame size.

File:d2-2_297-2013_report_nm_tb_gm_sl_mj Paged of 84
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Known performances Speech with 0 SNR noise  Speech with noise + reverberation
" 1 ‘ P
and conditions of o 03s R?=0.79
evaluation =
=
g
@
wn
@
a
=
O
0]
0]
o
w
0.5
Theoretical STI
Metric computed from ER with noise in left columnand ER with
noise+reverberation vs. Theoretical STI using 0.3 s windows in top and 78ms
windows in bottom. The solid lines represent best linear fits to the data. [19]
Interests for the Takesinto consideration noise and reverberation degradation. Less

. restrictive for real live test in railway station.
l 0City For

Possible adaptation for | The same adaptation can be done for STI and speech based STl i
presbycusis different ways :

- Adapt the modeby for examplevarying the masking effect in
function of age.

- Adapt the scale of STI scores to reflect the perceived intelligibil
as it was done in IEC standard of STI.

Observations Other method was developed [17] to compute spbaskd STI like
Normalized Correlation (NC) method and real crpswer spectrum
method.

A CEA Linklab implementation of the algorithm is available in Matla

References [12][13][16][17][19]

File:d2-2_297-2013_report_nm_tb_gm_sl_mj Pagel0of 84
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Measure of

Intelligibility

Name

Coherence Speech Intelligibility Index(CSlI)

Applications

Used for hearing aid evaluat®n

Model

The CSIl is an extension of SII ANSI standard to cover the nonli
distortion introduced by enhancement algorithm. The model is bas
the coherence measure to predict effective noise Bpeech signal
The SNR becomes then a Sigtahoise and Distortion Ratio (SDF
and it is computed as follows:

.. B w7
YO™MQ ——
B w Qu Q

0Q g QsY

5 p 3 QsY 0

B O QX Qs
B o 0OsB g Qs

$ Qs

0 Qand( "Q predicted speech and noise powspectra

$ Qs coherence measure

"Y "Q auto-spectral density

& Qand® Q are the spectra of fwindow of clean anc
degraded speech

TheCSll is computed in three amplitudegions of speech envelope
and we obtain the intelligibility score as follew

)l
il
)l
il

@O 08 X p& B YOO uho @ YOO mn YOO

p

Op'Q

Inputs

Intrusive measure that takes as input :

C clean and degraded speech

File:d2-2_297-2013_report_nm_tb_gm_sl_mj Pagellof 84
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Outputs CSII score between 0 and 1.
Complexity The criterion is computed frame by frame but not in real time.
Known limits

Not effective for reverberation.

Known performances
and conditions of
evaluation

1 :—*
A
&  MNoise ® 5
©  Peak Clip -
o 0.8F B Center Clip
;
Z m
= 0.6}
B
o
E
= 0.4} =
@
g
< 0.2} & -
r=0.936
u_- [ I i i i
0 0.2 0.4 0.6 0.8 1

13

Proportion of the HINT sentences indentified correctly plotted versus the
three-level CSlI intelligibility predictions | for the normal-hearing
subjects

Interests for the

Il 6City For

Takesinto consideration additive noise like (railway station noise) ar
nonlinear noise introduced by enhancement algorithm.

Possible adaptation for
presbycusis

Considers the hearing loss of presbycusis as an internal noise for €
frequency band. This noisan be added as an SDR for each band
depending on the audiogram of the subject.

Observations The CSIll is based on SllI standard and differs only in computing the
effective SNR. We use the same weights for each band as for SllI.
The algorithm is not available.

References [21]

File:d2-2_297-2013_report_nm_tb_gm_sl_mj
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Measure of Intelligibility
Name Usefukto-detrimental ratio
Applications Room acoustic quality.
The usefuito-detrimental ratio is expressed as follg&83] :
Model N
Y ™ € Q —
P p Y p Tt ]
"Y 0 is the signal to noise ratio
Y is the ratio between early and total eneifgfy: OF¥ O O
®® is the time |imit between |
Inputs Norrintrusive measure that takes as input :
C Room impulse respons:
Outputs Sl score between 0% and 100% of speech recognition.
Complexity Easy to compute. The intelligibility can be predicted quickly if
know the room impulse response.
Known limits

Does not take into account Nd&mear degradation and speec
enhancement algorithms.

Known performances

and conditions
evaluation

of

The Speech I ntell i go@BDnsiadfollow(: S I

YOw@u p& p® T8ICT Yo TBITIC YU

_] LI T S B B S A B S St A B N | |+c 7 T T T

BE\ 100. . ¢:,{ g .f# .

- - + 5 :*F? T

E 80 : + ¢:+¢ﬁ*"** *"H'+ b4 —

5 r * Qt* " +

— s ¥ -

as) o +tb - + *

z 60:‘ 7y A : + -

: - - ++ -

] * p

& [ 4T J

E 40 +

& PSRN

i o

S 20r ]

53] o ]

5 o —
Oy ] i L. el 1]
-20 -15 -10 -5 0 5

File:d2-2_297-2013_report_nm_tb_gm_sl_mj Pagel3of 84



AAL 201134-056

D2.2v2.00

Measured speech intelligibilitycores versus 1kHzghvalues and 3rd order
polynomial best fit with STD error 7.5%

Interests for the
Il 6City For

Takes into consideration additive noise and room reverberation.

Possible adaptation for
presbycusis

The Usefukto-detrimental ratio is computed for different reflecte
frequencies. The idea is to find the frequencies that represen
presbycusis person.

Observations This measure is a variant of ¢
account noiselegradation.
Algorithm is not available.

References [23] [22]
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Measure of

Intelligibility

Name

Equivalent Signal to Noise ratio (SNeq)

Applications

Room acoustic quality

Model

Measurement of the
Signal to Noise Ratio (S/N)
in dB{A) in the Room

Measurement of the
Loudspeaker Impulse Response
h,',(t] in an Anechoic Room

!

Computation of the
Frequency Response
H, (f) of the Loudspeaker

[
L] v

Computation of the
Inverse Filter

Measurement of the
Loudspeaker-Room
Impulse Response h(t}

¥

Computation of
the Definition Dy,

Computation of the
R, Ratio

h 4
Deconvolution Process J
to obtain the
Room Impulse Response i

; Computation of (S/N)eq

Computation of the
. Dy +R, +R, <!
R Ratio CRAS RAL

'

Computation of the t
R, Ratio

" (S/N),, =10.log

L-Di 107

Method of (S/N)eq computation

Inputs

Norrintrusive measure that takes as input :

C Room impulse response
C Loudspeaker impulse response
C Signatto-Noise Ratio of the room

Outputs

Signal to effective noise ratio in dB.

Complexity

The required inputs add compl exi

done online.

Known limits

of trans

Tested for one position
take into account enhancement algorithm.

File:d2-2_297-2013_report_nm_tb_gm_sl_mj
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Known
performances and
conditions of
evaluation

The regression line with intelligibility score is obtained as follows :

“Ob pTLR pT[T T 8

r=0.96 6=62% n=2203 q

~0.18
i

100
90 -
80+
70T
60|
S0F
40
30r
20T
101

BE

0 5 10 15 20
(5/N)eq
Measured speech intelligibility scores versus (S/N)eq predictor correspondi
values and be#tastsquares fit

Interests for the

1 6Ci ty F

Project

Measure of speech intelligibility including room, loudspeaker and
background noise influence.

Possible
adaptation for
presbycusis

As for Usefulto-detrimental ratio we can find the frequencighat are
significant for presbycusis person and adapt the measure in this perspec

Observations

Algorithm is not available.

References

[26]

File:d2-2_297-2013_report_nm_tb_gm_sl_mj
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Applying auditory saliency in the context

Several urban places dedicated to public transport (airports, train stations...) use vocal
announces to communicate information to passengers. One aspect of the AAL I'City for

All project is to enhance the intelligibility of such announces so that evesepger

could understand the messages despite the degraded listening conditions in those
environments (e.g. ambiant noise due to the crowd and the traffic, reverberation, poor

loudspeakers quality) aggravated by impaired hearing. Some of us are working on

objective measures to predict the intelligibility of a speech signal, measures that would

take into account all degradation types including presbycusia.

However, even if a vocal announce is intelligible, i.e. if the entire message of the
nnounce is actliy understandable, it does not mean that passengers will listen to it.
Indeed, during the diffusion of the announce, users could be engaged in another task in
parallel (like phone call, reading, video game...). It is therefore very important that
announcs attract the attention of the concerned users. The ability for a sound to attract
attention is referred amuditory saliency.

Furthermore, listeners suffering from presbycusia generally report some difficulties
to segregate the different sources of anplex acoustic scene and to focus on one
specific sound of this noisy environment. Despite these difficulties, they can achieve the
same speech recognition performances than normal listeners at the cost of high mental
effort leading to auditory fatigugl2]. Now, previous studies on visual and auditory
perception have demonstrated that the perceptual processing of a salient object, either a
sound or a picture, reqes very few cognitive resources compared to the processing of a
non salient object. Therefore, increasing the saliency of vocal announces will reduce the
auditory fatigue Afor all o passenger s.

Our goal is therefore to establish some objective measunesetlict the auditory
saliency of a vocal announce, depending on different acoustic parameters likeosignal
noise ratio, signal spectrum, voice type or even intelligibility. The final objective is to
define some guidelines to conceive and produce satitalligible announces, as well as
enhancement algorithms that would correct the different degradation applied on the
signal in terms of saliency and intelligibility.

File:d2-2_297-2013_report_nm_tb_gm_sl_mj Pagel7of 84
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Overview of auditory saliency measures

While a lot of visual saliency models have been investigated, the idea of modeling
auditory attention is relatively new and very few auditory saliency models are available.
Auditory saliency models should be able to detect sounds and predict which aules sho

be treated first by the auditory system. We would consider as salient, sounds that can be
noticed without attention or that can capture the listeners' attention and cause them to
shift their attention from the currently attended task.

Several issuemake the modeling of auditory saliency a challenging task. First,
even if auditory and visual systems are similar in many ways, they differ in the features
used to analyze complex scenes. In vision, the basic features of early processing have
been extensely studied since the Feature Integration Theory (see Annex 1). The
conception of visual saliency models is made easy through the analysis of, for example,
color, luminance, orientation, shape or contrast. On the contrary, very few primitives
have been etermined in audio. It is therefore more complex to define the appropriate
feature set of an auditory saliency model. Basically, auditory models presented in the
current section rely on intensity and temporal or spectral modulations.

A second issue in @ieing auditory saliency models is the fact that audio has a
temporal component. The auditory scene is constantly changing over time. On the
contrary, the visual saliency models work on still images not varying in time.
Furthermore, in hearing there is affect of temporal masking that can be either
backward or forward masking. Therefore both past and future sounds are important to
predict what is heard and salient. Time should be treated carefully.

Finally, research on auditory saliency could have besluced because of the
difficulties in evaluating the models. Visual saliency models are evaluated by comparing
the predicted salient regions with the areas actually looked at by participants during eye
tracking experiments. Since the auditory system doé$iave any physical correlate that
can be easily measured, i.e. it is not possible to directly measure what is actually listen to,
it is difficult to evaluate the auditory saliency models. Annex 5 discusses the
experimental protocols that have been ssggd for auditory saliency evaluation.

Despite all these difficulties, six models have been developed to measure auditory
saliency. As summarized Error! Reference source rot found., the three first methods
are biologically inspired and simply rely on the application of a-watiwn visual
saliency measurgl4] on the spectrogram or cochleagr of the sound. On the contrary,
the three other methods do not mimic the auditory system and do not require, in a first
step, to transform the sound in a pictuFee rest of this section presents a summary of
each method. A more detailed descriptioavailable in the annexes.

File:d2-2_297-2013_report_nm_tb_gm_sl_mj Pagel8of 84
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Classification of auditorgaliency models

Auditory Saliency Measures

Application of a visual T Without any visual
saliency measure on a visual representation
representation of the sound of the sound
Center-s 1 approaches .
o (1. f: :.::ri{:;};lf(z I’;gg} oaces Energy based approach SI‘.:—Ltlel.-.l.('ill approaches
I . Discrete Energy Anditory Saliency Using Natural Statistics
. Kalinli's model Duangudom’s model Separation Algoritl P .
Kayser's model A 200" Separation Algorithm ASUN Bayesian surprise
. [Kalinli2007] [Duangudom2007%] o . .
[Kayser2005] [Kalinli2009] [Duagudom2012] DESA [Tsuchida2012 [Sehaverte2013]
o gutoms [Coutrot2013] from the visual SUN models [Zhang2008]

File:d2-2_297-2013_report_nm_tb_gm_sl_mj Pagel9of 84
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Measure of

Auditory Saliency

Name

Kayserds model

Model

The principle is to apply a visual saliency model to a vis
representation of the sound. Biologically inspired, it mimics
auditory perceptual system.

The model is decomposed in several steps:

1) Basic spectrogram: Decompose the signal in a visL
representation of frequency over time

2) Extracting features, i.e. applying a visual saliency model
the spectrogram. The spectrogram is analyzed at diffq
scdes (gaussian pyramid) through gabor filters. Then
different scales are compared through a cesueround
mechanism to obtain three feature maps:

- intensity

- frequency modulations (vertical variations)

- temporal modulations (horizontal variations)

3) Inhibition stage= normalization of each maps to promote
suppress some of the feature

4) Association (weighted averaging) of the 3 normalized may
obtain asaliency map

5) OUR IMPROVEMENT: averaging over each frequency ba
to obtain asaliency curve

Thecomplete algorithm is in Annex 2.

Inputs

Recording of the degraded signal

Outputs

A saliency map (to supesimposed to the spectrogram) indicati
which zone of the spectrogram is more salientsafiency scoreis
suggested as the peak level of the salfemap.

We suggest transforming the saliency map inteaiency curve
indicating the evolution of saliency level over time.

Example

Basic example obtained with a short tone followed by a long tone
white Gaussian noise.

File:d2-2_297-2013_report_nm_tb_gm_sl_mj Pagel of 84
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Spectrogram S oo

Saliency map

Saliency curve _
(not in the
original paper)

One can observe three highest peaks. The
peak indicates the position of the first tone ti
the two last peaks indicate the beginning and
end of the long tone.

Complexity Visual representation requires a frame by frame analysis.
Complexity also increases with the resolution of the spectrograr
the number of pixel of the visual representation).

Applications Originally it was only evaluated in laboratory conditions to test

correlation between the model estimation and the perceived salier

It could be used applied to vocal announces as well as sound ala
car to predict the detection of such messages.

Il nterests
All Project

f

or

It is the first so the maknown auditory saliency measure.
Not intrusive

Known limits

Used future sample to compute the normalized features so is not
for real time processing.

Takes very few parameters into account. Other acoustic pararn

File:d2-2_297-2013_report_nm_tb_gm_sl_mj Page? of 84
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that could be important f@aliency measure are not known yet.

Experimental procedures are limited both due to stimuli limits
evaluation on speech) and experimental tasks (detection level
exactly saliency level, defining saliency to participants is difficult)

Known performances and

conditions of evaluation

1) Reproduces basic properties of auditory scene percepti
demonstrated with basic examples (long tone more salient
short ones, modulated tones more salient than stationary
the second of a sequentiaipof tones is less salient, missi
parts in a broad spectrum are salient)

2) Well correlated to human performances according to labor
tests on environmental sound snippets:

- pairwise comparison (2AFC test) where the task is to choos
most salient sound between two possibilities (signific

correlation of 0.470.1, p<0.05)

- detection task: salient sounds are detected more often
versus71%) than less salient sounds even if their intensity is
compared to the background noise legple@rman rank correlatic
r=0.56, p<0.01)

3) Well correlated to macaque monkey behavior (they turn
head more in the direction of a sound if it is salient)

Possible adaptation
presbycusis

for

During the frequency analysis used for processing thersgeain, it
is possible to mimic the loss of high frequency hearing by applyi
frequency weighting.

The normalization step takes forward masking into account.
maybe possible to modify this step to take other masking effects
account.

Using a dfferent weighting to associate the three features is also &
to adapt the measure to the elderly as they may rely more on one
features.

References

[16]

Related methods

The Kayserds model relies on
visual saliency measuremdat].

Models from Duangudor8],[7], Kalinli [15] and de Coensel are sor
extensions of the Kayserds mo

File:d2-2_297-2013_report_nm_tb_gm_sl_mj Page3 of 84



AAL 20134-056 D2.2v2.00
Measure of Auditory Saliency
Name Kalinlids model
Model Equi valent to Kaysero6s model

1) Auditory spectrogram (modelling early auditory processing
equivalent to cochleogram)

2) Feature extraction. Same procedure but more features
extracted (intensity, frequency modulations, tempc
modulations + orientation of pitch variations)

3) Normalization

4) Assocation of the different maps

Inputs The degraded signal

Outputs Saliency map

Example Not implemented

Complexity Al most the same as i n Kayser(
Applications Used to determine accent in prosody

Recently used for phoneme separation and speeoignition

Interests for the

Reveal that different visual representations can be used. It cou

| 6Ci ty For Al aninteresting parameter to vary for a presbycusis adaptation.
More complete than Kayser 6s 1
account.
Not intrusive.

Known limits No reattime.

No evaluation was carried out to compare subjective performa
of naive listeners to objective measures.

The pitch feature finally causes performance degradation.

Known performances and
conditions of evaluation

Model prediction was compared to expert annotation of promir
syllables

Possible adaptation for

presbycusis

Similar as those proposed f ol
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References [15]

Related methods Based on the visual saliency map model of [tt4] and the
extended the auditory saliency map model of Kayser.
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Measure of Auditory Saliency
Name Duangudomdés model
Model Biologically inspired.
Equivalent to Kalinlids mode
Kayser ds mdankedistages)cept 1
1) Auditory spectrogram
2) Feature extraction = overall energy distribution + tempc
modulations + frequency modulations + areas with simultane
temporal & frequency modulations
1) Normalization
2) Saliency map obtained by association of the different fea
maps
Inputs Degraded signal
Outputs Saliency map or saliency curve
Example Not i mplemented as it is too
Complexity Al most the same as i n Kayser(
Applications Used to find acoustic parameters that influence auditory salienc)

Interests for the

The main interest resides in the evaluation protocols used to eve

| 6Ci ty For Al thismodel.
Ot herwise the model i tself i
models.
Not intrusive.

Known limits Tested with various stimuli but never with the same protocol so

not possible to assure the efficiency of this model for all king
stimuli especially for voice.

Known performances and
conditions of evaluation

1) Reproduces basic properties of auditory scene perceptio
demonstrated with basic examples.

2) Well correlated to human performances in three experiment

- Pairwise sound compariso(average correlation betwee
participants and model responses = 0.477822)

- Comparison of five second movie segments of aé&conds
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extract (mean correlation between participants and m
responses = 0.48, std=0.11, p=0.003)

- Dual task experimentvith laboratory stimuli (pure tones)
primary task = counting low tones in a sequence, secon
task = detection of a modulated noise. Increasing salienc
the modulated tones improved performances of both prin
and secondary tasks.

Possible adaptaton for | Si mi | ar t han those proposed
presbycusis

References [7], [8]

Related methods Based on the visual saliency map model of[i4] and extended
the Kaysero6s model
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Measure of

Auditory Saliency

Name

Discrete Energy Separation Algorithm (DESA)

Model

The model is based on the Tea#@iser energy used for detectin
amplitude and frequency modulations in AN signals.

FOR EACH TIME FRAME:
Step 1:Multiband demodulation analysis(Gabor filtering)
FOR EACH SAMPLE OF THE FRAME:

Step 2: Computation of th&eagerKaiser energy for each
sample

Step 3: Choosing the frequency band of step 1 that maxir
the Teager Kaiser energy

Step 4: Compute thenstant frequency and the instant
amplitude

Step 5:averaging the TeageKaiser energythe instant amplitude
and the instant frequency over all the samples of the frame
normalized each feature

Step 6: combining the three averaged and normalized featur
obtain thesaliency score of the frame

Step 7thresholding to detect salientwents

Inputs

The degraded signal

Outputs

A saliency curve indicating the evolution of saliency level o
time + time of salient events.

Complexity

Frame by frame filtering

Only 6 frequency bands (compared to the 256 frequency bant
t he K apedragram)s

Applications

Used by Evangelopoulast al for video summarization and speec
detection in nois§9] [10].

Used by Coutroet alto predict saccades in eye movements (m
sensory perceptiory]

Interests for the
|l 6City

For

Al

Computation times are reduced compared to those of pre\
models.

The number of samples from the future required to compute
DESA measure is very limited so it can be more easily adapte
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real time.
Not intrusive.

Known limits

No reattime
Not really evaluated as a predictor of human behaviour.

Known performances and
conditions of evaluation

Evaluating by comparing annotations on movies from ex|
annotators.

Possible adaptation for
presbycusis

Possible to process instant amplitude and instant energy not ot
the frequency bands that maximize the Taigaiserenergy but in
all frequency bands and then ponderate the contribution of |
band.

References

[9]. [10], [3]

Related methods

Based on studies about detection of modulations inFAWisignals
with TaigerKaiser [Kaiser1990].
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Measure of Auditory Saliency

Name Auditory Saliency Using Natural statistics (ASUN)

Model The principle is to compute the difference between the signal at ti
and the expected signal at the same time knowing the past sar
The difference measure is computed over different features dir
obtained through a Principal Components Analysis on the
samples.

Inputs Degraded signal

Outputs A saliency map + a saliency curve

Example With the same example as in K
tone (example fron25]):
Cochleogram : =
Saliency map
Saliency
curve

Applications Not indicated.

Interests for the
Il 6City For

/

Does not require any sample from the future.
Not intrusive.

Known limits

The past samples and PCA measures are updated only eveams?2
due to computional limits. Optimization is required.

Known performances

and conditions

of

Pairwise comparison with participants having to choose the r
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evaluation

Ai nteresting soundo.

Pearson correlation between ratings of participants and predictior
the model are equal in mean equaloige62 (Standard Deviation =
0.0635) and is higher with urbaand animal sounds than with othi
environmental sounds.

Possible adaptation for
presbycusis

The use of cochleogram instead of a simple spectrogram confirn
hypothesis that it is possible to use a visual representation of the ¢
that take intaccount a model of hearing loss.

References

[25]

Related methods

Based on the visual saliency SUN mo[#4].
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Measure of Auditory saliency

Name Bayesian surprise

Model It relies on a probabilist.i
distribution applied on the spectrogram of the sound.

Inputs speech/synthetisignal/impulse response

Outputs Saliency curve, i.e. saliency score S(t) for each time t

Example A matlab implementation of the algorithm is available online at:
http://www.mathworks.com/matlabcentral/fileexchange/33§&8ssiarsurprise
andrunningwindowedmeanvariance
A demonstration is included with the sound file downloadable at
https://cvhci.anthropomatik.kit.edu/~bschauer/code/data/surprise_demo.22k

Complexity Low compared to centesurround approaches.
Authors give an estimatiorf @.5 sec to process rhin of sound

Applications Control of computational resources of humanoid robots (cor

sensor orientation in direction of salient sounds to optimize
scene analysis). Association with visual saliency measures
multimodal atention modeling.

Interests for the

Il 6City For Al

Low runtime so is more appropriate for reamhe measurements.
Not intrusive.

Known limits

Algorithm parameters substantially influences the performances
runtime so it will needs somiests to adjust the parameters to ¢
application.

Known performances and
conditions of evaluation

Measures of precision and recall in a detection task of sa
acoustic events previously annotated by one expert. The datab
the CLEAR2007 databasemposed of recordings of meetings.

Possible adaptation for| As i n Kayser 6s model , t he [

presbycusis contribution can be ponderated to be adjusted to the percepti
presbycusis listeners.

References [21]

Related methods

Extended previous works of the authf222]
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Conclusions and future works

We presented six models of auditory saliency measures and observed that they were never
compared in any reviewing paper neither in a comparison study.thiefeby difficult to
predict which of these models will be the more adapted for our own project.

Moreover, except for one study, they were only validated through laboratory conditions
(detection tasks, pairwise comparisons, pure tones or isolated envirtahreeunds). The

only attempt of an ecological validation was presentef6jnthat confirmed that salient
sounds of traffic transports are more disturbing. The measure referred in this paper was
limited to subjective ratings of comfort. No voice stimulus was used in this experiment neither
any measure of mental effort. The othepesmentation used to validate auditory saliency
models were also dedicated to very specific application without any of them being reusable
for our own project concerning vocal announces.

We suggest first to develop an experimental protocol adapted ®alieacy estimation of

vocal announces.

We also suggest some improvements of the saliency models. Actually several aspects
of these models can be modified.
First of all, a lot of visual saliency measures have been proposed in the last decades (18
papers just in the 2012 European conference on Computer Vision). The SUN model and the
Center Surround approach of Itti&Koch was already extended to audio. We assume that other
methods can be used to analyse an auditory spectrogram. For example, the rotasuwras
saliency from image histogranis7] and spectral residugll@] implementation in Annex 6)
have been proved to be extremely efficient in terms of computational costs making them ideal
for reattime processing.
A second possibility would be to combine several of the already available auditory saliency
measures for example mixing results from a statistical approach and a biologically inspired
method to analyze more acoustic features and enlarge the number dicammnditions that
can be treated efficiently.

None of the measures described above have been tested on presbycusis participants. It
would be very interesting for our project to eitidetermine the minimum level of saliency
to achieveso every annous and alarms will be salient enoughbe attractive for all
listeners or to adjust the saliency measures themselves so they can predict the behaviour of all
listeners.

Finally another issue would be to determine how saliency is influenced by thal natur
degradations also modifying the intelligibility of announces like, reverberations, non
linearities, kind of background noise. Furthermore the link between saliency and intelligibility
was never studied.
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Sharpness Index measure:

Measure of Clarity

Name Audio Sharpness Index

Model The principle is to measure the sensitivity of the total variation of
signal (actually any regularity measure) to the convolution of the
signal by a white gaussian noise.

Inputs Distorted speech

Outputs score

Example

Complexity The Sl is computed on long frames of signal (1 to several secon
Its complexity is of order N.log2(N), where N is the number of
samples of the frame
Although its complexity makes it relevant for real time, the lengtt
of the framesof analysis dedicate it to loweactivity reaftime.

Applications Originally dedicated to image sharpness evaluation, it could be

used to measure the clarity of any sound having undergone any
impairment

Interests for the

Low complexity

LQ/ Aue Norintrusive, which avoids synchronization between test and
reference signals
Known limits Today not validated as a clarity measure.

The Sl were never applied to sound till now.
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Known performances and
conditions of evaluation

Accordingo preliminary experiments :

- When speech is corrupted by white noise, the Sl has
same variations as the STI, but in a different range of SNRs (;
40dB instead of15 to 15)

- In the case of reverberation, the Sl is a decreasing func
of the reverbeation time in a similar manner as the STI, thou
decreasing faster.

Possible adaptation for

Since the STI is more sensitive to noise and reverberation than 1

presbycusis STI, it could be relevant as a clarity index for heanmgaired
people, whereads variations according to conjugated noise and
reverberation seem to make it unrelevant for norrfedaring
people

References no

Related methods

Based on [Blanchet2012]
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PART Il

Detailed description

of objective assessment algorithms and criteria
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Classical and standardized assessment methods
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Introduction

The scope of this deliverable is to analyse existing objective measures of quality that
cover a very large spectrum of applications and identify the ones that candakrakably in
the analysis and optimization &f W/ A (i &g6rignhd. fuléed the quality measurshould
reflect the improvement ofL W/ A (i &l@b#tiNdsfahd should cover the different
RSANI RFGAZ2ya F2NJ arftfté LRLAFGAZ2Y D

Speech quality can be observed from different angles. Indeed, many perceptual
attributes can describe the speech quality as for example the most known: global quality and
intelligibility. Global quality is a multiimensional attribute and can include vauis types of
20KSNJ FGGNROdzESa fA1S aylddaNIfySaaés aaONT (
subjective evaluation of the global quality, a description of the observed attributes must be
given to the test subject. Othe other side, intelligibilityof speech can be easily quantified
by counting the number of phonemes, syllables or words identified by the test subject.

Global quality Intelligibility
Multi-dimensional attribute Unidimensional attribute
Highly subjective Easy to quantify
Percentagef phonemes or words recognition by li
Cultural dependence Cognitive dependence

In the firstsectionof this part, we highlight thekind of quality we are interested in: global

jdz- ft AGéx Ay(dSftftAIAoA ectipRweldgsiRibedh2 dbfe@iveIin¥asurey § K S
of quality that could be usedibh W/ AG&@C2NJ £t f LINRP2SOU0 F2NJ SyKLIl y
AYyUuSttAIAOATL Alnthispdrbdf thedepdt, thie bgedNive Imbasuredisrganized

in three categories: academmathematical criteria, standards criteria and their derivatives

and finally room acoustics criteria as descrillydhe organization chart below
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[ Global quality] [ Intelligibility

v \
v v v v

Academic criteria Standard Room quality Standard and
criteria derivatives
2 v l l 2 2

SNR based Al-pole model PESQ Useful/det Speechkbased csll
criteria criteria algorithm rimental STI

Orgarization chartl: objective measure of speech quality

1. Subjective speech quality measure
The quality is by definition subjective. It depends on linguistic, cultural and cognitive aspects.
We describe in thisection some subjective tests that quantify the global quality and
intelligibility.

Subjective measure of intelligibility

The test of inglligibility may be carried outvith different types of phonetic

databasessyllables, words or sentences. These databases should have:

V Phonetically balanced content to represent the distribution of phonemes
commonly used in the language under test

V The ame level of difficulty

V A controlled contextual informatian

We describe below 3 types of intelligibility tests:

- IV-GV/. The database of this test consists of different nonsense syllables
presented in the format NGV/, where V and C refer respectivety vowel and
consonant. One vowel is fixed to the entire database, the most used in the
language, like /a/ or /e/, and the consonants are chosen to also cover the most
frequently used in the language. The Consonants are altered and corrupted and
then presated to a group of listeners for identification. The percentage of
identification of consonant per list is the intelligibility sc¢ig.
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- DRT:The Diagnostic Rhyme Test is composedists of rhyming word couples
(vealeel/beanpeen/densetense/vastfasi k X0 G KF G KIF @S GKS &
FSIGdzNBE 6+2A0Ay3AT blalftAdGer DNI gSySaaxo
affected feature due to the degradation. The subjects are asked to underline the
heard word. The percentage of words identification pst yields the intelligibility
score[2].

- HINT: The Hearing In Noise Test is composed of ligt phonetic balanced
sentences. These sentences are diffuaedspecific noise level and the subject is
asked to repeat what he heard. The percentage of words identification per
sentenceyields the intelligibility scored].

For the purpose oL W/ A 1@ C2NJ ff LINRP2SOG=X | Y2RAFTASR 11
intelligibility evaluationdepending on noise and reverberation. It was also be motivated by a

YySé | LILINRFOK 2F SO02ft23A0Ff GSada G2 KSfL GKS
is described in appendix A.

Subjective measure of global quality

The subjective evaluation of global quality of speech is normalized byTtbd IP.800
recommendation [4]. This standard is applied to evaluate the transmission quality of speech.
The databases are composed of phonetically balanced sentences and theonsssts in
asking the subject to assess the quality of these sentences by giving a score of quality
between 1 and 5, where 1 is bad and 5 is excellent.

No subjective tests for global quality measure have been planned W/ A G & C2 NJ f f L
because we arenore concerned withthe intelligibility for all thanwith the global quality.

.SaARSaz ¢S LINRLRaS (2 F20dzaa |faz2z 2y (0KS R
necessary to improve the intelligibility for elderly without troubling the speech comfurt f

GKS y2NXIf KSFENAY3I LISNE2YD® | 26SOSNE dalLlSSOl
NAI2NRdzate (2 | @P2AR 0AlLa Ay adzwaeSOGABS SgIftd
Gf 2dzRySaa O2YTF2NI ¢ YR al O2dza G A Ghat@éhtribue NIl ¢ 0 «
02 GalLISSOK 02 Xifivésiigationdhodldble dohe2tylighten this attribute.

2. Objective speech quality measure

It is well known that subjective measures of quality are financially and time consuBuict
subjective tests ar@ot planned within the scope d¥/ A ( & T® awd thi§ cdnstraint, the
guality will be measured withobjective assessment methodsHowever, there is a large
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spectrum of objective measusef speech qualityour goal is tadentify the most efficient
GF2NI L fEé aAldda GAzyao

In this section, weirfstly discuss some academic objective quality measures that are easy to
compute. Those measures can be used quickly to evaluate the digital filter for speech
enhancementWe then describe the standardized objea measurs and we focus on its
RSNA DI GA@PSa gKAOK O2dz R 0S dzaSR aF2NI I fféad C
on anacoustics approach is presented as a criteribbat can be used talevelopa more
globalobjective criterion of intelligibili & & F 2 NJ | simbs of dedtadation® 2 &S NJ

2.1. Academic mathematical criteria of speech quality

Signal to Noise Ratio and derivatives: the Signal to Noise Ratio (SNR) is the most used
criterion to measure sound quality not for its accuracy but thankstdosimplicity. The
overall SNR is measured by equation 1.

B! o
J w % n N
L S

Wheree, is the clean signas. the noisy signal and the length of the signals (in samples).

A derived measure from th8NR is the segmental SNR (SNRseg) which corresiootite
geometric mean of the SNR of each frame of the signal. The SNRseg is defined in equation 2.
In practice, the SNRseg can get large negative values due to the silent frames. To resolve
this, the logfunctionis shiftedby 1to make theSNRseg positive.

- BJD_ﬂJJ °
14 vl T1°H ;40
124 vl TTH g

O

Where! is the number of framesNote that it is important to align the clean antbisy
signalson the time axis.

A SNRseg extension was developed in [5] based on the frequency domain which consists in
measuring the spectral SNRseg with a weighted filter bank. The fwSNRseg is described by
equation 3.

EEEER
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Whered is the number of framesl the number of filters in the filter bankr «-the weight
of the " frequency band,5 Oh the amplitude of the§' frequency band of clean signal,
3 O he amplitude of §' frequency band of noisy signat.;; the frequency weightcan
be adjusted to have optimal correlation with subjective &st

To maximize correlation between subjective and objective meas@asyell [6] formulats
differently the fwSNRseg by interchanging the summations between frequency and frame in
order to compute a linear regression for frequency weights optimization. With this
formulation we obtain the so called frequenggriant objective measures (equation 4):

1L A

We note that the frequencyariant weighted SNR is very useful as it can be correlated with
different objective scores of intelligibility or quality by just carrying on a linear regression.
This can be done for hearing impaired population as asfibr normal hearing population.

Quality measure based on all -pole models : One of speech modellingpeoriesassumes
that intervals of speech between 43 ms can be represented by andile model withlow
p orders [7]asdescribed by equation 5.

. Fo B 75w

WherepistheY 2 RS t Q&F, 2 al&tSeNbefficients of the afiole filter, called also LPC
coefficients;y , the filter gain angg white filter excitation.

Based on this model, severdlstance measures betwee clean and noisy speech were
derived. We describe in the following 3 major objective criteria that use different distances:

1 Log Likelihood Ratio distan@elR)
1 Itakura Saito distanc@S)
1 Cepstral distancéCEP)

ThelLLRs defined as a distance between LPC coefficients of clean and distorted speech.

, L hsle
e R
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Where=|=ﬂft=|=pare respectively vectors containing the LPC coefficients of clean and distorted
speech and| , the autocorrelation matrix of the clean speech.

For the Itakura Saito measure, the filter gdnis introduced in the distance expression

d
. om0
+4p = i 7 X
Oteaf.as | O
O i’ oy
Wherel is the aut@orrelation of the clean signaly R¢ aMB FSNB (2 GSOG2NJI G

Note that IS measure gives importance to the overall spectral levels through the filter gain
which is in contradiction with psychoacoustics studies [8] whiateghat changes in sound
level have a minimal effect on quality.

A derived form of LPC coefficients provides a Cepstrum which is an estimation of smoothed
speech spectrum as following:

Where® "Q denotesthe Cepstral coefficients. We can obtain the Cepstral coefficients by a
recursive computing as follasv

v 7, v T "Q?’ e~
wQ wQ T—Qw Qw p
The Cepstral distance is obtainky
QO b T DR O Q
WD g ¢ w PP

Weighted Spectral Sope distance measure (WSS)

The WSS is a spectral measure based on the distance between spectral slopes. This measure
is motivated by the influence of formant frequency deviation on quality.

The spectral slop& "Q is measured by the difference betwedme intensities ofsuccessive
critical band(©® Q p B Q) as follows:
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YQ 6 Qp 61 P C

YQ 6 Qp 6 71Q po
The WSS is then measured by weighting the distance between the reterend the
degraded spectral slopas:

Q 6 QRY Q ®»Q8YTQ Y7 pT

The weighto Q can be adjusted to maximize correlation between the subjective and
objective quality score

w Q 0 0

v [73 %3 ~, [ %2 112 ~ U

U] o] o Q v o] o Q P
Whereu andv are constants which can be used for correlation with subjective
measure 0 is the largest logpectral magnitude for all bands and is the largest

peak nearest bandQ.

In [9], the correlation of all these academic objective measures sithjectiveglobal quality
scoresis investigated. Thebtained correlation coefficients and standard deviations of
predictionerror are summarizedn the table below.

Tablel: correlation between objective measureand subjectiveglobal quality

Objective Measures Correlation Coefficients | Standard deviations of erro
WSS 0.53 0.52
LLR 0.63 0.47
IS 0.45 0.54
CEP 0.60 0.49
fwvarSNR (K=25) 0.81 0.36
fwSNR (k=25) 0.70 0.43
SegSNR 0.31 0.58

We note from the results abovehat it is very interesting to use the frequenggariant
weighted SNR (fwvarSNR) because on one hand it presents a very good correlation factor
(0.81) andbn the other hand it can be adapted for different subjective measures.

2.2. Standard objective criteria and derivatives

We describe in thisubsectionstandardized intrusive measwgwhich compare clean and
distorted sentences to compute quality scores.
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Perceptual Evaluation of Speech Quality (PESQ): Normalized by the ITU in the P.862
recommendation [10], PESQ is a perceptual evaluation based on psychoacoustic models.
PESQ algorithm is composed by three main modules as illustrated in figure 1:

1 Preprocessingused to compensate the delay and weakness of the signal introduced
by network transmission. Besides, PESQ indude IRS filter (Intermediate
Reference System) that modehe telephone terminal.

1 Perceptual model: converts the original and degraded dgra the frequency
domain, then in perceptual loudness on Barks scale.

1 Cognitive model:Different distance measures are used between original and
degraded perceptual representations to compute the quality score.

Finally, a Mean Opinion Score (MOS)lasluced from the quality score that correlates
with the subjective score of global quality.

original
mput )
Perceptual Internal representation
model of original
Time Difference in internal . quality
: aprac : e Cognitive
ali gnment representafion determines 11;0 del I
the audible difference
T1212870-00
delay estimates d; T
Y
Perceptual Internal representation
model | of degraded
degraded

output

Figurel: Descriptiveflow chart of PESQ [10]

For 22 known ITU benchmark experiments, the average correlation with subjective measures
of global quality was 0.935 [11] for telephony transmission quality as illustrated in figure 2.
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Figure2 : Mapping of PESQ listening qualiscore vs. subjective mean opinion score of British sentences [11]

Speech Transmission Index (STI): developed by Houtgast and Steeneken [1&jd
normalized by IEC in part 16 of sound system equipment [13], the objective rating of speech
intelligibility by Speech Transmission Index (STI) is a measure based on Modulation Transfer
Function (MTF) in reverberant and noisy envirement.

The MTF can b& S| adzZNBR gAGK | &LISSOKI w22Y L YLz &
ALISSOK &aKILISR y2AaSéd ¢KS RANBOG {¢L YSI &adzN
input. The values of MTF are measured for 14 modulations frequency and 7 octave bands as
illustrated infigure 3. The indirect STI measure takes RIR as input. The MTF of indirect
method are measured with Schroeder method [14] derived by the equation 16.
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Figure3: Descriptive schemef MTF computing with speech shaped noise probe [13]
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Where "Qis the number of octave ban&Q the modulation frequencyQ the impulse
responses andY( ‘te signal tanoise ratio.

File:d2-2_297-2013_report_nm_tb_gm_sl_mj Page27of 84



AAL 20114-056 D2.2v2.00

After MTF computing, the procedure to reach the STI score is the same:

1 Correction of the MTF using auditory masking: the STI 2010 revisions introduce the
effect of the frequency masking in the MTF computing. This masking is modeled in
STI algrithm as a noise addition to the octave band k depending on the intensity of
octave band K.

0

D T
aDg a 0 0; Of P X

Where,adDg is the modified MTF taking into account auditory maski®gs the intensity
level of octave band KO j the intensity of noise addition due to masking effect of octave
band k andOy; the equivalent intensity of absolute threshold of octave band k.

1 Computing the effective SNR: theé0 'Y  is SNR that takes intaccount the
y2AaS IyR (GKS NBOSNDBSNIiGA2Yy & STFFSOGADS
aDg

YO Y pTla ép"ﬁl—p -

1 The transmission indeX |j are than computed from the effective SNR as follows :
e f 0w
1 The modulation transmission index are derived from Thas an average over

modulation frequencies'Qa :

0 YO g YR QT

Whereaeais the number of modulatiofrequencies.

1 Finally the STI so®is computed as follows :

YYO | 0"YO f 0 "YO 0 "YO ¢ p

Where| andf are respectively the weight and redundancy factors for octave 5@nd
depending on the gender as detailed in the table below.
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Table2: STI weights per gender

Octave band (Hz) 125 250 500 1000 2000 4000 8000

Males a 0.085 0.127 0.230 0.233 0.309 0.224 0.173
b 0.085 0.078 0.065 0.011 0.047 0.095 -

Females a - 0.117 0.223 0.216 0.328 0.250 0.194
b - 0.099 0.066 0.062 0.025 0.076 -

The STI predicted score of intelligibility has a good correlation with subjeciv€ Gieasure
as illustrated in figure 4.

100 T T T T
male speech
8
80 -
S
o 60
3
w
o R
2
g 40 |-
Q
20 i - !
x o signal-to-noise ratio 15 dB
e = signal-to-noise ratic 7.5 dB
x signal-to-noise ratio 0.0dB 7
o ¥ . 1 . 1 . 1 .
0.0 0.2 0.4 0.6 0.8 1.0

STI

Figure4: Relation between STI an@V@word scores for 78 conditions involving MALE speech. The standard
deviation, representing the vertical spread around tt8" order polynomialbestitting is s = 4.79%i15].

Speech based STI

During the development of STI, Houtgast and Steendkied to use speech amput for
computing MTF. They observe artefacts when measuring the envelope spectra of degraded
speech [1216]. This artefact consists of increases in intensity envelope spectra when theory
predicts decreases. This introdwsdaas in the calculation of .bfMTF.

The first work of Houtgagdt al. proposes to compute the MTF of speech based STI as follow:

v "0
Y 0

(SRS
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Wherel, Owo FOwo .Y and"Y are respectively power spectra of degraded and
clean speechrlo obtain the STI score we follow the same method aS1drdirect measure

To avoid artefacts, other methods can be used to calculate the MTF or the effective SNR
directly. We can find a good resume of these methods in Ray L. Goldsworthy works [17]. In
all those different methods, we are interested by Envelope Regression method (ER)
proposed by Ludvigsen et al. in 1990 [18] and modified by Goldsworthy in 2004[17]. The
method was tested by Payton and Mona in 2008 [19] in real time conditions with noise and

reverberation degradation.

The ER method consists in computing the MTF as follows :

) ‘- Owo W o
a : — - (o)
‘ O wo ¢

Where* and‘ are the mean ofo 0 andw 0O which are the temporal envelopes of
speech filtered bykoctave band filter.

We observe in figure 5 and 6 that the evolution of speech based STI with ER method
converge to the theoretical STI when the frame size is greater than 0.3 second. In fact, we
can obtain, in case of only noise degraded speech, a coefficient of correlatioedn 0.91

and 0.99 for frame size between 78ms and 0.3s.

However, when adding reverberation, the 78ms frame size becomes not valid and we need
frame sizes greater than 0.3s to obtain at minimum a coefficient of correlation 0.79.

Theoretical STI

107s 1.2s ——0.6s 0.3s 0.16s 78mg =eeeeees LT STI

Figure5 : metric results vs. Window length (top) theoretical STI (bottom) ER method for O dB SNR stationary
speechshaped noise condition. The black dotted line in each plot represents the {argn STI [19]
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Speech with 0 SNR noise  Speech with noise + reverberation

03s R2=0.79

0.5

Speech-Based Metric

0 05
Theoretical STI

05

Figure6 : Metric computed from ER with noise in left column and ER with noise+reverberation vs.
Theoretical STI using 0.3 s windows in top and 78ms windows in bottom. The solid lines represent best linear
fits to the data. [19]

This method is very interesting foral. W/ A 1@ C2 NI £ f LINR 2 Shé@sigd STIS O dza ¢
can be used frequently in a public address system like a railway station, instead of the direct

STI method that use a speech shaped noise to compute STI and thus needs for this an empty
railway staton. Secondly, the real time processing is very useful for a mobile application that
O2YLJziSa GKS {¢L Ay RAFFSNBYyG LRAYyG 2F | Lz
more relevant to use real speech as probe than a synthetic signal becausaminclude
psychoacoustic models in STI computing.

Speech Intelligibility Index (SII) and Coherence measure of Sil (CSlI):

Sll, ANSI standard [20] (ANSI 9397), assumes that the speech and noise spectra have
been measured separately. As for tfrequency weighted SNR, the SNR is calculated in SlI
standard for each 1/3 octave, octave or critical bands as follow:

w Q0 Q

B
v B o s °°

Whered Q and() "Q are respectively the power spectrum of speech and noise.«Th&
is computed as follow:
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® Q p NQAZGPAQ  cu

TPTMT
-

Q p 0N G X
Wherer] the center frequency of band in kHz adxis the bandwidth of'§ band.

We note that Sll does not take into consideratitime distortion introduced by the
communication system. Indeed, to compute intelligibility score we just need ambient noise
power. This can constitute a problem farW/ A G & C2 NI f &lgorghyhK asyit@&yY Sy (i
introduce nonlinear distortion to enhanced speech. Kates and Arehart [21] extend SlI
criteria to include nodinear distortion introduced by hearing aids. They propose to compute

the Signato-noise and Distortion Ratio (SDR) insteafdthe classic SNR. For this, they
predict the speech and noise (ambient noise + distortion) power spectrums by the
Magnitude Squared Coherence function (MSC) as follow:

0Q g QsY Q cu
0Q p $0QsSY QO cw

Where0d Q and(0 "Q are the predicted speech and noise power specgraQs is the
MSC and typically estimateding Fourier Transforim each frame. The MSC is given by:
B O Q& Qs
B 2 0VsB w Qs

s Qs 0T
Where® Qand® Q are thespectra of ' window of x(n) and y(n) the clean and
degraded signallThen,the SDRs given bys

B ® Q0 Q

YO Q — — o
B & Q0 Q P

Note that if only additive noise is present in the communication system, SDR should give the
same esult as SNRfigure 7), otherwise in presence of distortion like clipping, the SDR
decreassdue to MSC reduction.
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Figure7: DR (solid line), SNR(dasheahd difference between them (dotdashed as a function of the
frequency band number for the concatenated HINT sentences. Additigese lowpass filtered at 900 His
present at an SNR of 10 dB [21]

However additive noise and distortion do not affect the speech signal in the same way. Kates
[21] proposes to segment the speech signal envelope into three amplitude regions by
computing the RMS level of each frame. The middle zone is between [10,30] dB, high zone
upper 30 dB and low zone inferior to 10 dB. We obtain then,&EBNqsand CSlign In

fact, the highlevel segments will be most strongly affected by peak clipping, while the low
level segments will be affected by additive noise and center clipping [21]. Besides, the
correlation between CQJl and overall CSll is only 0.70 indingt that the lowlevel CSII
provides information that is absent in overall CSIl. Finally, with the help oflimesr
minimization procedure we combine the three levels of CSll to obtain an intelligibility score
(namedls) as follow:

O 08 x pHD YOO uiod YOO mH YOO oc

P
p Q

o0

I3 model is shown in figure 8 and it predicts intelligibility with correlation coefficient of 0.94.
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Figure8: proportion of the HINT sentences indentified correctly plotted versus the thilegel CSII
intelligibility predictions I3 for the normal-hearing subjects [21].

We note that for SIl and CSIlI measure for heamgaired person, Kates and ANSI standard

consider the hearing loss as an internal noise source [21,20]. A frequency dependent SNR
will be added to SIl SNR or SDR CSII to simulate héassig

In addition to the STI, the criterion described previously does not take into account room
reverberation. However, public space consideratiorLitV/ A G @ C2NJ f f LINR 2SOl
large rooms. The temporal distortions (reverberation, echo, and cro3stafk occur in
GK2aS LXIFOSa NB @SNE A Y LWeNdilldgsdribelin/tRe néxt y Qi
paragraph some criteria that take into consideration the acoustics features of large rooms to
compute speech quality.

2.3. Room acoustics criterion

Those criteia are based on the separation of received energy signal on two parts:

1 Useful energy: this part of signal is associated with the direct received sound with the
first replicated part of signal.

1 Delayed energy: this part of signal is associated with tteerkgplicated part of signal,
plus background noise arriving to the receiver.
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Measure of speech intelligibility from Useful/Delayed energy:

Early/late sound ratio have relates to the degree of clarity for music and intelligibility for
speech. Lochner anddBNH SNJ oHH®8 AY(iNRBRdzOS (GKS Of I NAGe& Y
below:

6 pmwiI C QoQo NQo0Qo 0T

2 KSN®R Wa GKS GAYS ftAYAU 0SGoSSy fbisdheazdzyR |
room impulse response.

Bradley [23]develops after the concept of useful and detrimental sound energy that was
used to predict speech intelligibility score. The uséfutietrimental ratio is expressed as
follow:
Y ™ £ Q Y
P 5 Y pmnl ]

(O V)

Where"Y 0 is the sigal to noise ratio andy is the ratio between early and total energy:
Y ©OF¥0O ©O.

Bradley use @ ¥80ms to predict speech intelligibility with 7.5% standard error using 1Khz
octave band. The besit curve for predicting speech intelllgjlity is given by the thirebrder
polynomial equation (36) and illustrated in figure 9.

YOwdu p& p¥ TBICT Ye TEITIC WU (36)
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Figure9 : measured speech intelligibility scores versus 1Khg\alues and3™ order polynomialbest fit [23]
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Other methods used the concept of useful/detrimental sound energy [24,25] to compute the
intelligibility score but we are going to focus in Faiget and Ruiz model [26] that includes a
separation of room, loudspeaker and noisfluence.

Measure of speech intelligibility including room, loudspeaker and background

noise influence:

As for Clarity measure, the prediction of speech intelligibility comes from Room Impulse
Response (RIR) measure. The idea of Faiget and Ruiz rf2&jels to compute a
deconvolution of RIR to extract room and loudspeaker effects separately. Take the following
formulation of RIR:

MO Q 02Q6 £6 oY

Where,”Q 0 is the impulse response of loudspeakér, o is the impulse response of the
room ande 0 is the noises. If we droise the RIR response, we can find the inverse filter
"Q0 which verifiesQ0 2'Q0 Q 0. We measuréQ 0 in anechoic chamber and we
deduce the' Q0 as the inverse of the loudspeaker IR. Finally, via the FRolirensform we
can foundQ o.

Than the useful/detrimental energies is measure for room and loudspeaker. We compute
the ratio for room as follow:

0 0Qo
0O ———" oy
0000

Where T is the total time dQ0 andO is the influence oflie room.

The influence of the loudspeaker is measured as follow:

, 0 . "QoQY QoQd
Y —_— oOw
O NOoNY QOQod

Besides of loudspeaker IR influence, the distortion in frequency response between 100hz
and 4khz are taken intaccount. In fact, the tolerance in deviation is fixed a& ‘Q 6to be

more restrictive. The criteria which take into account frequency fluctuation is computed as
follows:
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Where, O s the energyof the frequency response in the band 18000 hz and ; is the
energy above and under the tolerane@® ‘Q das illustrated in figure 10.

f(Hz)

Figurel0: simulation of a loudspeaker frequency response withpgr and lowerR; limits [26].

The final model is given by the equivalent sigioahoise ratio as follow:

- P O n Yoo Yo
p A Y4 v “Y[’) j p .r[

p ,dun p

To resume, we need loudspeaker IR measure in anechoic room, RIR and Signal to Noise Ratio
to compute the finally equivalent (S/N)as illustrate in figure 11.

File:d2-2_297-2013_report_nm_tb_gm_sl_mj Page37of 84



AAL 20114-056 D2.2v2.00
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Figurell: Method of (S/N)eq computation [26]

We obtain a correlation coefficient of 0.96 and a standard variation equal to 6.2% with 61
intelligibility measure score as illustrated in figure 12. The regression line is obtained
according to the equation (41).

b pmm pm t
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Figurel2: measured speech intelligibility scores versus (S/N)eq predictor corresponding values and best
leastsquares fit [26]

CKA& G(GeL)S 2F 202SOGAGS AydaStt A Bviewtd woikdn YSI ad
loudspeakers enhancement will be needed to separate the effect of the loudspeaker with

GKS NR2Y® . SaARSax AdGQa AYLRZNIFyd G2 O2Y0A
complementary to cover all the possible effect of degradation edbmmunication system.
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Conclusion

¢tKS FTAY 2F (GKS Glral H®Po 2F LW AGe@C2NJ ff
optimizing and testing digital filters that are used to enhance sound for normal hearing
persons and impaired hearing persons. Wéeused in this deliverable in the existing
202S00A GBS ONRGSNRI 2F ljdzrtAde GKIFIG OFy KSf LI

In the first part we focused on academic criteria that can be used quickly to optimize
digital filters. We recommend usinf@p¢ so called frequeneyariant weighted SNR that can
be used to test digital filter for different kinds of quality, global quality or intelligibility, and
for different population, normal hearing or impaired hearing.

In the second part of objective qualitcriteria, we focused on the standardized
guality criteria that are accepted in the community. In fact, we are more interested by the
derivatives of these standards like Speech Based STI and the Three Level Coherence Sll. The
Speech Based STI is the bssited to be adapted for real time computing and hearing
impaired persons. Besides CSIlI can be used to take into consideration the nonlinear
distortion added by the enhancement algorithm developed in this project.

Finally, we extend our investigation the room acoustics criteria that is based on
Early/Late received sound energy. We found that we can predict accurately the intelligibility
using the RIR function. Indeed, we are interested in the separation of room and loudspeaker
effects on intelligibiliy with help of equivalent signal to noise ratidd0  that predicts
intelligibility with 0.96 correlation coefficient.

In addition, we propose to provide in the next deliverable a new global criterion that
OFy LINBRAOG AyiaSHUSEAAMWEZA (@2 yaaFRANS NI A2 i YIRK i
algorithm, loudspeaker, room reverberation and background noise. This objective measure
can be an improvement of standardized criteria plus a combination with room acoustics
criteria.
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APPENDIX 1: ITTI AND KOCH VISUAL SALIENCY MODEL

One of the first method have been proposed by Itti and colleagues ii14998his
biologically-based model mimics the cortex behavior to analyse the picture through a set of
three visual attributes: intensity (also called luminance), orientation and color.

Indeed, previous studies on visual perception had demonstratedrtiestsnuli will
automatically and involuntarily attract our attention in a given context. For example, a red
dinner jacket among black tuxedos in an official dinner will-papof the visual scene.

During the last three decades, several studies have deterthie differenpre-attentive

visual featuresthat are responsible for this saliency effect (26¢for a review). For

instance, shape, lumines, color, orientation are some of these basic visual parameters and,
as presented iRigurel3, a square among circles, a big circle among small ones or a vertical
object among horizontal ones are all very salient objects. The Feature Integration Theory
presented ifi24] argues that all these basic features come before perception (early features),
and are registered automatically in parallel across the visual fields. The main idea of
computational modeling of visual saliency is to mimic frasallel processing by analyzing

the visual scene in different feature dimensions.

o
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Figure 13 Examples of preattentive visual features~: distinct objects automatically attract attention.
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In the Itti and Koch model, theatures are extractedn parallel atvarious scales

The different scales are obtained through a dyadic gaussian pyramid (lowpass filtering and
subsampling, seeigure14) ranging from scale 0 (original image $P_0$, high resolution) to 8
(low resolution). The layer $P_(i+1)$ in the Gaussian pyramid is obtained by:

el 4 6 4 1g

% 16 24 16 4l

e u
1. convolving layer $P_i$ by a gaussian kernell*'r%eéG 24 36 24 6y,

% 16 24 16 4V

e u

gl 4 6 4 1y
2. then subsampling it by a factor of 2.

The different scales are then compared usiognger-surround mechanismto obtain
six maps for each parameter. The "center" is a pixel at s¢&2,8,4} while the "surround"”
is the same pixel at@arser scalesc+d, d i {3,4}. This multi-resolution process is very
close to Difference of Gaussian used to detect edges in a gidlir€a example, if 1§) is
the intensity of the picture at scagthen the six intensity maps I(c,s) are computed through
theEquationl:

I(c,9 =|I(c)- 1(9) Equation 1

The six maps of a same feature are then average to form a feature map, for example for
intensity:

T:éi 1(c,9)

Thenthe three feature maps {or intensity, C for color, andO for orientation) are
normalized to promote maps with a small number of strong peaks while globally suppressing
maps with numerous cqrarable peaks. The local maxima of the map are compared to the
global maximum of the same map. When the difference is large the map is strongly promoted,
when the difference is small, the map contains nothing unique and is suppressed. For
example, in figue Figure15, the only interesting feature is orientation as all objects of the
stimulus image have the same intensity. The normalization process therefore reduces the
impact of the intensity map.
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Figure 14. Pyramidal representation. Each pixel from a layer of the pyramid is generated from pixels of

BN

base of the pyramid (scal®) is the original image.

the previous layer through lowpass filtering. The filtered picture is then subsampled by a factor of 2. The

Mathematically, each original feature mm is scaled by a factor;@b obtain the
maxima comparisorgguation3).

normalized feature map MEquation2). The factor Pcorresponds to the locesglobal

D =(G- E)Z

Equation 2
with Gi= Global peak of map
and L= Local peaks of map

Equation 3
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Figure 15. The normalization process applied to intensity and orientation maps in the case where the
salient object is distinguished by its orientation only. Fronj14].

At the end, the normalized feature maps are combined in-ditm@nsional saliency
map corresponding to the salient points of the image. An example is presdrpoéi6.
This model has been extended in auditory saliency models (see €ction

Figure 16. Example of saliency map and feature maps extracted from a photograph. Frofh4].
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