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1. Introduction  
Fit4Work aims at monitoring and improving healthy lifestyle of the elderly workers. To do that the 

developed system monitƻǊǎ ǘƘŜ ǳǎŜǊǎΩ ǇƘȅǎƛŎŀƭ ŀŎǘƛǾƛǘȅΣ ƳŜƴǘŀƭ ǎǘǊŜǎǎ ŀƴŘ ǘƘŜ ŀƳōƛŜƴǘ ŎƻƴŘƛǘƛƻƴǎ ŀǘ ǘƘŜ 

workplace. 

This document describes the work done for the development of the 3D Motion Sensing Module responsible 

for fitness monitoring and training of system users. The document is structured in the following sections: 

¶ Problem Analysis (section 2), aimed at the evaluation of the exercises that have been selected for 

the users of the Fit4work platform, in terms of technical feasibility for the creation of a module 

based on depth sensors for monitoring the execution of those exercises. 

¶ Module Design (section 3), that presents the architecture and main components of the 3D Motion 

Sensing Module. 

¶ 3D Motion Sensing module (section 4), which describes the resulting module developed for the 

automatic evaluation of the exercises executed by the Fit4work users. 

¶ Evaluation and future work (section 4.4.3), that analyzes the module developed taking into 

account the required criteria defined at the initial stage of the project, and identifying the aspects 

for improvement. 

The current report stands for the final report concerning the developments related to the 3D sensing 

module of the Fit4Work solution and stands for deliverable D4.3.2. This deliverable was built on the basis of 

deliverable D4.3.1 and includes the contents of that report (this refers mainly to section 2 of this 

document). Deliverable D4.3.1 was then extended with new contents, including updates to section 2 as well 

as (most) contents of further sections of this report. 
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2. Problem Analysis  

 General overview  2.1.
The module described in this document is aimed at monitoring the physical activities performed by the 

users under the training program suggested by the Fit4Work system (see Figure 2.1). This is part of the 

training support sub-module of the system. 

 

Figure 2.1 General overview of the Fit4Work system 

The process followed by the system to recommend the performance of physical exercise was defined as 

follows: 

¶ The stress monitoring modules check periodically the physical and mental state of the user, at 

home or at work; 

¶ Taking into account the data collected from a set of wearable sensors and ambient sensors, the 

system checks the user state and it generates recommendations to improve the quality of life of 

the user; 

¶ These recommendations may include the realization of a set of physical exercises adapted to the 

specific needs of the user; 

¶ The user consults the recommendations in his/her smartphone through the Fit4Work application, 

loading a personalized and guided training program that is adapted to his/her physical skills. 

¶ The user then is able to execute the suggested exercises wherever he/she is (e.g. at work, at home). 

¶ The execution of the exercises is monitored by the 3D Motion Sensing Module that captures and 

analyses the user movements in order to check if the exercise is properly performed. 

Criterion 1: Monitor the execution of physical exercises  

The 3D Motion Sensing Module should be able to monitor the execution of a 
physical exercise, checking if the user is doing something wrong and providing 
feedback. 
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¶ The user gets feedback from the application that indicates if the exercise routine is correct, at the 

same time that it checks the health of the user. 

 Technology analysis  2.2.

2.2.1. Sensors 

Taking into account the scenarios presented, the 3D Motion Sensing Module should be easily adapted to a 

smartphone, for example, using an external accessory. This will facilitate the ubiquitous use of the system, 

wherever the user needs it. 

Criterion 2: Adaptation to  smartphones  

The 3D Motion Sensing Module should be easily adapted to smartphones to 
facilitate its use from any location.  

 

Actually, there are only a few technologies for 3D motion capture that can be adapted to a smartphone, 

among which these two options stand out: 

¶ Google Tango: Tango is an augmented reality computing platform developed by Google, which 

uses computer vision techniques to enable mobile devices to extract 3D information from the 

environment, allowing 3D mapping, indoor navigation and 3D object recognition among other 

functionalities. This technology has been integrated in several Android devices (see Figure 2.2), 

such as the Lenovo Phab 2 and it includes an SDK for developers that enables the creation of 

mobile applications based on its technology. It is based on the use of IR projection to extract depth 

information, which is combined with high resolution RGB-IR sensors to capture the variations in the 

IR projection pattern and get RGB information from the environment.   

 

Figure 2.2 . Hardware Diagram for the Tango Tablet Development Kit 
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¶ Structure Sensor: It is a mobile structure light system in the form of a small and lightweight 

external device that provides depth sensing capabilities to collect 3D information of the 

environment, and instantly register it as point cloud data, making the 3D recognition and 

reconstruction of indoor spaces more affordable. The depth sensing module is based on the Prime 

Sense infrared depth-sensing technology, consisting of a laser-emitting diode, infrared radiation 

range projector, and an infrared sensor that send data to a system on a chip for processing. It can 

be used standalone, connected to a PC and providing depth information of a given scenario, or 

connected to a smartphone or Tablet combined with the RGB camera of the device (see Figure 2.3). 

 

Figure 2.3 . Hardware Diagram for the Structure Sensor device 

In terms of costs and performance, there are also two other options that could be taken into account, 

although they are not directly prepared to work with mobile devices, but they could be used in a fixed 

station: 

¶ Kinect: This is a low-cost and easy to use device that is also based on the Prime Sense light coding 

technologies to get RGB-D data from the environment. It was developed by Microsoft as an 

accessory for gaming, but it has become one of the most common devices used for 3D scanning 

and 3D recognition experiments, mainly due to its reduced cost. It uses structured infrared light 

patterns for depth estimation, and also includes an RGB sensor (see Figure 2.4). 

 

Figure 2.4 . Kinect sensor 

¶ Kinect 2: This is an evolution of the Kinect device that performs Time of Flight techniques for depth 

sensing, which is faster and more precise than the first version of Kinect (see Figure 2.5). It is able 



 

10 

to recognize and track 26 body joints, while Kinect only recognizes 20. Both cameras (RGB and IR) 

ƘŀǾŜ ŀƭǎƻ ƳƻǊŜ ǊŜǎƻƭǳǘƛƻƴ ǘƘŀƴ YƛƴŜŎǘΩǎ ǎŜƴǎƻǊǎΦ 

 

Figure 2.5 . Kinect 2 sensor 

Table 2.1 presents a comparison between the mentioned technologies, taking into account the technical 

features and the cost: 

Table 2.1 . Comparison between 3D sensor devices 

Technology/ 
Feature 

Platforms 3D 
Technology 

Measuring 
Range (m) 

Error Resolution 
RGB 

Resolution 
Depth 

FPS FoV PL/SDK Cost 

Google 
Tango 

Android Structured 
Light, Time 
of Flight, 
Stereo 

0,5 ς 4,0 - 4MP 320x180 90 120 o -
180 o 

C/C++ ~450ϵ 

Structure 
Sensor 

iOS, 
Android, 
Windows, 
Mac OS, 
Linux 

Structured 
Light 

0,4 ς 3,5 1% 640 x 480 640 x 480 30-
60 

58o x 45o C/C++ Ϥолрϵ 

Kinect Windows, 
Mac OS, 
Linux 

Structured 
Light 

0,4 ς 3,5 <4cm 640 x 480 640 x 480 15-
30 

57o x 43o C/C++, 
C#,Java, 
Python, 

VB 

Ϥмслϵ 

Kinect 2 Windows, 
Mac OS, 
Linux 

Time of 
Flight 

0,5 ς 4,5 - 1920x1080 512x424 60 70o x 60o C/C++, 
C# 

Ϥмслϵ 

 

Another important aspect to take into account is the 3D imaging technology used in each case for the 

recognition of the environment in three dimensions. The available technologies are: 

¶ Time of flight 

¶ Stereoscopic vision 

¶ Structured light (fixed or programmable) 
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The main difference among these technologies is explained in Table 2.2: 

Table 2.2 . Comparison between 3D imaging technologies
1
 

 

 
 

                                                           

1
 Texas Instrument ς Comparison of 3D imaging technologies, available here: http://www.ti.com/sensing-

products/optical-sensors/3d-time-of-flight/technology-comparison.html  

http://www.ti.com/sensing-products/optical-sensors/3d-time-of-flight/technology-comparison.html
http://www.ti.com/sensing-products/optical-sensors/3d-time-of-flight/technology-comparison.html
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Taking into account the requirements of the Fit4Work system, we have to select a technology adapted to 

smartphones. As the Structure Sensor is a more robust and stable technology, we select it as the principal 

3D technology for providing 3D imaging capabilities to the Fit4Work system. Besides, the Structure Sensor 

has proven to provide a higher accuracy for smaller rooms at short distance (1.5-2m), and it is possible to 

use several Structure sensors in the same area without interference2. 

Although the Structure Sensor is mainly oriented to iOS devices, it can work in other platforms, for which a 

set of Open Source Drivers are available3. There is an official Structure SDK mainly prepared for the creation 

of native applications in XCode (iOS), but there are also plugins that allow integrating the sensor in a Unity 

(C#) project which is a game development platform that enables the creation of high quality 3D/2D 

multiplatform applications. As Unity is also compatible with the Kinect Sensor, the 3D Motion Sensing 

Module can be implemented for both technologies using the same project (no extra effort required). 

2.2.2. Captur ing movement with  RGB-D sensors 

On the one hand, the use of depth data combined with RGB information simplifies the task of tracking 

human movements compared with the use of traditional RGB image sensors. The depth data is invariant to 

changes in the colours or the illumination of the scene. Besides it allows filtering the elements by the 

distance to the sensor, which allows detecting the users in front of the sensor with a higher accuracy for 

human tracking applications. Thus, the use of depth information will improve the results of gesture and 

movement recognition. 

On the other hand, the RGB data captured can be displayed to the user during the exercises as if in a 

mirror, enabling the users to see and control their poses while doing the exercises. As the data is also being 

processed and analysed, users can also get real-time feedback of the good or bad realization of the selected 

exercise. This is one of the advantages of using image sensors for exercise monitoring instead of other 

movement sensors, such as wearables with accelerometers. 

Furthermore, virtual elements can be displayed on the screen used as a mirror to guide the users in the 

realization of the exercises as in videogames. The use of gamification techniques has been proved to 

increase the engagement of users with the realization of activities.  

Finally, the RGB videos could be recorded and sent to rehabilitation or medical specialists so that they can 

check the performance of the exercises and the physical evolution of the users. 

As an example, the Spanish company VirtualWare is an existing success story with their product 

VirtualRehab4 that makes use of these technologies for the rehabilitation of patients (see Figure 2.6). 

                                                           

2
 G. Leslie, S. Spann, et al.3D Scanning Technology ς ! /ƻƳǇŀǊŀǘƛǾŜ !ƴŀƭȅǎƛǎΦ tŀǊǘ ƻŦ ǘƘŜ a/!!Ωǎ /ƻƴǎǘǊǳŎǘƛƻƴ 

Technology Research Series, performed by JBKLABS, May 2016. 
3
 Open Source drivers for the Structure Sensor: https://forums.structure.io/c/open-source-drivers  

4
 http://www.virtualrehab.info/ 

https://forums.structure.io/c/open-source-drivers
http://www.virtualrehab.info/
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Figure 2.6 . VirtualRehab application 

2.2.3. Computer Vision libraries  

Actually, there are several open source libraries that can be used for the recognition of human movements 

and the analysis of physical exercises using RGB-D information. These are the most relevant: 

¶ OpenNI2 Framework: set of APIs for the development of applications that use natural interactions 

between the users and the devices. This library provides body motion tracking, hand gesture and 

voice recognition, and can be used with both the Kinect sensor and the Structure sensor. 

¶ OpenCV library: this is the most popular computer vision library, providing a wide range of image 

processing utilities and computer vision algorithms that can be used for the design of modules for 

the recognition of human movements. It has a very big community of developers using openCV and 

providing support for any technical issue or problem that may occur, and there are also many 

computer vision problems already solved that can be used. It is possible to process RGB and depth 

data with this library, thus it is only required to get the drivers for the sensors selected, that allow 

extracting the RGB/depth streams. Libfreenect already solves this issue for Kinect and Kinect 2. 

 User profile  2.3.

The target users for the system are healthcare workers with these profiles: 

¶ Persons aged 55-65, working in homecare or stationary care services; 

¶ Persons aged 65+, working as volunteering informal caregivers in a hospital; 

¶ Persons aged 65+, working as volunteering informal tele-assistants. 

Criterion 3: Adaptation to user profile  

The 3D Motion Sensing Module should be suitable for users over 55 years old. 
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 Exercises propos al 2.4.
The system is mainly aimed at maintaining the physical and mental capabilities of adults over 55 years old, 

considering the particular case of the people working for the health sector.  

Regarding the physical state, the system should take into account the musculoskeletal disorders (MSDs), 

which are one of the most common physical problems among healthcare workers. Particularly, low back 

pain and musculoskeletal pain in neck and shoulders are commonly suffered by people working in the 

health sector. 

Criterion 4: Prevention of MSDs 

The 3D Motion Sensing Module should be able to evaluate physical exercises 
that help preventing musculoskeletal disorders, particularly those related with 
problems in low back, neck and shoulders. 

With this criterion, and taking into account the state-of-the-art on 3D imaging technologies for the 

recognition and evaluation of physical movements, a set of exercises was selected as potential, example 

exercises to be evaluated with the Fit4work tools. Literature analysis suggests the following as exercises 

that should be considered when developing the 3D sensing module5: 

¶ The study of Freimann et al6, who investigated the effects of an 8 week home exercise therapy 

programme in people suffering from moderate MSDs in the neck or lower back. 

¶ The Low Back School method7 8, which teacher care and body protection mechanisms. 

¶ General fitness training recommendations for the realization of shoulder exercises. 

Table 2.3 describes some of these exercises.  

Table 2.3 . Examples of physical exercises that should be considered when developing the 3D sensing module 

Type Part of the body Visual description 

ROM exercises neck 

 

                                                           

5
 See deliverable D4.5.1/4.5.2 for discussion on actually selected program of physical exercises 

6
 CǊŜƛƳŀƴƴ ¢Σ aŜǊƛǎŀƭǳ 9Σ tŅŅǎǳƪŜ aΦ 9ŦŦŜŎǘǎ ƻŦ ŀ ƘƻƳŜ-exercise therapy programme on cervical and lumbar range of 

motion among nurses with neck and lower back pain: a quasi-experimental study. BMC Sports Science, Medicine and 
Rehabilitation. 2015;7:31. doi:10.1186/s13102-015-0025-6. 
7
 WƻǎŀΣ wΦ aΦΤ 5ŜǊƳΣ WΦΥ [ŀ ǇǊŜǾŜƴŎƛƽƴ ŘŜ ƭŀǎ ƭŜǎƛƻƴŜǎ ŘŜ ŜǎǇŀƭŘŀ Ŝƴ Ŝƭ ǘǊŀōŀƧƻ ƘƻǎǇƛǘŀƭŀǊƛƻΦ {ŀƭǳŘ ǘǊŀōΦ мфуфΦ 

8
 {ŀƴǘŀƴŘǊŜǳΣ aΦ 9ΦΤ {łƴŎƘŜȊΣ WΦ Τ DƻƴȊłƭŜȊΣ WΦΤ DƽƳŜȊΣ !ΦΥ 5ƻƭƻǊ ǾŜǊǘŜōǊŀƭ Ŝƴ Ŝƭ ǇŜǊǎƻƴŀƭ ƘƻǎǇƛǘŀƭŀǊƛƻΦ Rehabilitaciƽƴ 

1994. 
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Type Part of the body Visual description 

Stretching 
exercises 

neck  

 

Strengthening 
exercise 

neck 

 

ROM back 
exercises 

core, back 

 

Strengthening 
exercise 

core, back, lumbar 
muscles, glutes  

 
 

Unilateral 
stretching exercise 

back, lumbar muscles 

 

Breathing exercises Low back 

 

Unilateral 
strengthening and 
abdominal toning 

Low back, core 
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Type Part of the body Visual description 

Glutes and 
abdominal 

strengthening 
Glutes, core 

    

Lumbo-pelvic 
flexibilization 

exercises 
Low back 

  

Shoulder 
strengthening 

exercises 
shoulders 

        

Wrists 
strengthening 

exercises 
Wrists 

 

 Evaluation of the exercises from a technological perspective  2.5.
As mentioned in section 2.2 Technology analysis, the Fit4work system will integrate a 3D Motion Sensing 

module based on the use of depth sensors, such as the Structure Sensor or the Microsoft Kinect sensor, to 

analyze the exercises performed by the users in an indoor environment. These sensors, combined with 

computer vision algorithms, should be able to capture the user movements and determine if an exercise 

previously selected is correctly executed by the user.  

The objective of this section is the evaluation of the use of depth sensors combined with computer vision 

algorithms for monitoring users while they execute the physical exercises proposed, trying to determine 

the best approach for this project. 

There are many situations that can hinder the recognition of the user gestures: loose clothing, occlusions, 

realization of movements not easily visible even by the human eye, etc. Not every exercise can be properly 

monitored using cameras, but there are a big variety of them that can be recognized with a good accuracy, 

and, as explained, we think that the use of depth cameras can be an advantage in terms of user experience. 

Therefore, the exercises already proposed to achieve the goals of the Fit4Work project have been reviewed 

and classified in terms of technical feasibility: 
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¶ Full body frontal exercises: Exercises in which the user is in front of the sensor, the full body 

appears in the image and there are not occlusions. In this case, the exercises could be analysed 

using skeleton tracking algorithms.  

Examples: arms extensions, lateral steps, hip abductions, knee liftsΧ 

  

¶ Full body lateral exercises, in which the camera is also placed in front on the user capturing the 

whole body, but the exercises should be reviewed laterally, so part of the body is not seen by the 

sensor. This case is solved also with skeleton tracking algorithms but the performance can be 

reduced as part of the body is hidden. There are state-of-the-art algorithms that deal with this 

problem with a more exhaustive calibration and more complex tracking techniques. 

Examples: knee lunges, frontal steps, abdominal toning exercisesΧ 

  

¶ Partial body exercises, in which just one area of the body is captured or analysed. In this case, it 

will be necessary to create specific computer vision algorithms to track the part of the body under 

evaluation. The OpenCV library already provides a set of algorithms for the detection of faces, 

eyes, hands, and other elements that could simplify the design of these algorithms. 

Examples: neck exercises, back exercises, hand movements, etc. 
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¶ Exercises using external elements (dumbbells, chairs, elastic bands, etc.) that could have visible 

markers that facilitate monitoring the correct realization of the exercise. This type of exercises can 

make use of marker recognition algorithms for object detection and tracking. 

 

Table 2.4 summarizes the differences in each case, regarding the technological requirements and the 

extensibility to new exercises of the same category not taken into account at the design stage. 

Table 2.4 . Categorization of exercises from a technological point of view 

ID Type Sensor Algorithms CV Libraries Technical 
Complexity 

Extensibility Maintainability 

Fit-Ex-1 Full body frontal 
exercises 

Depth or 
RGB-D 

Skeleton 
tracking 

OpenNI2 + ++++ ++++ 

Fit-Ex-2 Full body lateral 
exercises 

Depth or 
RGB-D 

Skeleton 
tracking 

OpenNI2 ++ +++ +++ 

Fit-Ex-3 Partial body 
exercises 

RGB or  
RGB-D 

Custom tracking OpenNI2 and 
OpenCV 

++++ + + 

Fit-Ex-4 Exercises using 
external 
elements 

RGB or  
RGB-D 

Marker tracking 
& body tracking 

OpenNI2 and 
OpenCV 

+++ ++ ++ 

Although it would be interesting to research the integration of all type of exercises in the Fit4Work 

platform, the efforts will be focused on those exercises that can be evaluated with a depth sensor, that are 

Fit-Ex-1 and Fit-Ex-2. Besides, it would be easier to add new exercises in the categories that require 

skeleton tracking algorithms, as it is simpler to characterize and exercise in relation to the body parts 

involved in its movements. 
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3. Module design  

 Technical requirements  3.1.
Apart from the criteria described in the previous section, there are also other requirements for the module 

from a technical point of view, taking into account the functionalities expected from the module, as listed 

in Table 3.1. 

Table 3.1 . Technical requirements for the 3D Motion Sensing module 

ID Description 

Functionality 1 The module shall be able to recognize the physical exercises executed by users 

FR_1.1 The module captures data from users while they execute a specific exercise using 
a depth or RGB-D sensor.  

FR_1.2 The data captured from users shall be sufficient to recognize their movements. 

FR_1.3 The module allows to characterize and model an exercise. 

FR_1.4 The module is able to compare a modelled exercise with the movements of a 
user. 

FR_1.5 The module is capable of recognizing some of the exercises proposed. 

Functionality 2 The module shall be able to extract information of the body of users 

FR_2.1 The module is able to understand automatically the information provided by the 
depth or RGB-D sensors (depth and RGB data). 

FR_2.2 The module is able to identify the different body parts of a user. 

FR_2.3 The module recognizes a specific pose of the user based on the relative position 
of different body parts. 

FR_2.4 The module recognizes a specific exercise as a sequence of poses. 

Functionality 3 Registration of new exercises in the system 

FR_3.1 The module allows to registrate a new exercise to be evaluated and recognized. 

FR_3.2 The module stores all the exercises to be recognized. 

FR_3.3 The module provides a list of exercises already registered in the system. 

Non-functional requirements 

NFR_1 The module is compatible with the Structure Sensor and the Kinect sensor. 

NFR_2 The module is embeddable in a Unity project (C#). 

NFR_3 The user interface should be adapted to users aged 55+. 

NFR_4 The module should be adapted to smartphones (iOS/Android). 

NFR_5 Optionally, the module should also work in desktop versions (Windows 
platforms). 

 

 General overview  3.2.
Figure 3.1 presents the main components that configure the system, and the interaction between them. 

Table 3.2 describes those modules in more detail. 
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Figure 3.1 . Module diagram for Kinect and Structure sensors 

Table 3.2 . Components of the module 

Layers Description  

Sensing layer This layer is responsible for capturing the depth and RGB data from 
users while they perform the physical exercises. Two type of sensors 
will be tested: Kinect and Structure sensor. 

Development layer  This is the intermediate layer, which is aimed at processing the data 
provided by the sensing layer to extract relevant information related 
to the user movements. 

Computer vision algorithms will be used for body recognition and 
skeleton tracking, in order to detect: 

¶ The body parts (body joints) 

¶ The user pose 

¶ The execution of a specific sequence of poses 

In this layer, the comparison of the user poses with the reference 
poses of the exercises expected is also carried out. 

To simplify the creation of a solution for multiple platforms (iOS, 
Android and Windows), a Unity project will be created, in which the 
logic of the module will be integrated. For the use of both sensors, two 
development kits will be used: Kinect SDK and Structure SDK. 

Application layer The objective of this layer is the presentation of information to users, 
and the provision of an interaction channel, from which users can load 
an exercise, start the automatic evaluation of exercises and get 
feedback to know if they are moving correctly. 




























