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1. Introduction

Fit4Work aims at monitoring and improving healthy lifestyle of the elderly workers. To do that the
developed system mor#tNE (KS dzaSNEQ LIKeaAoOrt | OGAGAlesT YSyi
workplace.

This document describes the work done for the development of the 3D Motion Sensing Mesgpitmsible
for fitness monitoring and training of system userbe docment is structured in the following sections:

1 ProblemAnalysis(section2), aimed atthe evaluation of theexercises that have been selected for
the users of the Fit4work platform, iretms of technical feasibility for the creation of a module
based on depth sensors for monitoring the execution of those exercises.

1 Module Design (sectio), that presents the architecture and main componentste 3D Motion
Sensing Module.

1 3D Motion Sensing module (sectiof), which describes the resulting module developed for the
automatic evaluation of the exercises executed by the Fit4work users.

1 Evaluation and future work (seath 4.4.3), that analyzes the module developed taking into
account the required criteria defined at the initial stage of the project, and identifying the aspects
for improvement.

The current report stands for the final report meerning the developments related to the 3D sensing
module of the Fit4Work solution and stands for deliverable D4.3.2. This deliverable was built on the basis of
deliverable D4.3.1 and includes the contents of that report (this refers mainly to sectioh tRBiso
document).Deliverable D4.3.1 was then extended with new conteimsludingupdates to section 2 as well
as(most)contentsof further sections of this report.
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2. Problem Analysis

2.1. General overview
The module described in this document is aimed at monitoring the physical activities perforntaé by
usersunder the training program sggsted by the Fit4Work syste(see Figure 2.1)This is part of the
training suort submodule of the system.

stress
monitoring

training
support

FIT4Work
stress Platform

monitoring

E
ﬂ|,

Older worker supported through
unobtrusive smart personal stress
management network: smartphone
with integrated 3D sensors and watch-
like wellness device

The processfollowed by the system tsecommend the performance of physical exercigas definedas
follows:

1 The stress monitoring modules checkripdically the physical and mentatate of the user, at
home or at work;

 Taking into account the data collected from a set of wearable sersmmisambient sensorshe
systemchecks the user state aritlgenerates recommendations to improve the qualityliéd of
the user;

1 These recommendationsay include the realization of a set of physical exerciadapted to the
specific needsf the user

1 The userconsults the recommendations in his/her smartphone through the Fit4Work application,

loading a personaid and guided training program that is adapted to his/her physical skills.

9 The user then is able to execute the suggested exercises wherever he/she is (e.g. at work, at home).

1 The execution of the exercises is monitored by the 3D Motion Sensing Moduleaptures and
analyses the user movements in order to check if the exercise is properly performed.

Criterion 1: Monitor the execution of physical exercises
The 3D Motion Sensing Module should be able to monitor the execution
physical exercisecheclng if the user is doing something wrong and provid
feedback
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1 The user gets feedback from the application that indicates if the exercise routine is correct, at the
same time that it checks the health of the user.

2.2. Technology analysis

2.2.1. Sensors

Taking intoaccount the scenarios presentethe 3D Motion Sensing Module should be easily adapted to a
smartphone, for example, using an external accessbms will facilitate the ubiquitous use of the system,
wherever the user needs it.

Criterion 2: Adaptation to smartphones
The 3D Motion Sensing Module should be easily adapted to smartpho
facilitate its use from any location.

Actually, here are only a few technologidsr 3D motion captureghat can be adapted t@ smartphore,
among which these two opinsstand out:

1 Google TangoTango is an augmented reality computing platform developedsbggle, which
uses computer vision techniques to enable mobile devices to extract 3D information from the
environment, allowing 3D mapping, indoor navigation and @iject recognition among other
functionalities This technology has been integrated in several Android deysmss Figure 2.2)
such as the Lenovo Phaba®d t includes an SDK for developdtsat enables the creation of
mobile applications based on its technologfyis based on the use of IR projection to extract depth
information, whichis combined withhigh resolutionrRGBIR sensors to capture the variations in the
IR projection pattern and get RGB information from the environment.

RGB-IR Flash Fisheye camera IR projector

camera

{
A

Project Tango
ent Kit

Development Ki

Docking port
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1 Structure Sensarlt is amobile structure light system in the form of a small and lightweight
external device that provides depth sensing capabilities to collect 3D information of the
environment, and instantly register it as point cloud data, making the 3D recognition and
reconstruction of indoor spaces more affordable. The depth sensing maglblesed on the Prime
Senseinfrared depthsensing technologyconsistingof a laseremitting diode, infared radiation
range projector, and an infrared sensor that send data to a system on a chip for procéssang.
be used standalone, connected to a PC and providing depth information of a given scenario, or
connected to a smartphone or Tablet combinedhithe RGB camera of the devi(see Figure 2.3)

o

/ IR Projector / IR sensor

RGB Camera
on mobile

In terms of costs and performance, there are also two other options that could be taken into account,
although they are not directly ppared to work with mobile devices, but they could be used in a fixed
station:

1 Kinect This is a loveostand easy to use device that is also based on the Prime Sense light coding
technologies toget RGED data from the environmentlt was developed by Miosoft as an
accessory for gaming, but it has become one of the most common dawsesl for 3D scanning
and 3D recognition experiments, mainly due to its reduced dbsises structured infrared light
patterns for depth estimation, and also includes arBR&nsofsee Figure 24

IREmitter — Color Sensor

IR Depth Sensor

Tilt Motor

Microphc;ne Array

1 Kinect 2 This is an evolution of the Kinect device that performs Time dftRéghniques for depth
sensing, which is faster and more precise than the first version of KigeetFigure 2.5)t is able

9



SELF-MANAGEMENT OF PHYSICAL AND MENTAL FITNESS OF OLDER WORKERS

Project coordinator: Poznan Supercomputing and Networking Center, ul. Jana Pawta Il 10, 61-139 Poznan, Poland, email: fit4work@fit4work-aal.eu

to recognize and track 26 body joints, while Kinect only recognizes 20. Both cameras (RGB and IR)

K I Y2NB NBaz2fdziazy

@St

Kinect 2 - Specs

taz

RGB CAMERA

3D DEPTH SENSOR

GKFyYy YAYySOGQa

Hardware:

Depth resolution

512x424

RGB resolution:
1920x1080 (16:9)

FrameRate

60 FPS

MULTI-ARRAY MIC

Table 21 presents a comparison between the memd technologies, taking into account the technical
features and the cost:

Technology/ | Platforms 3D Measuring Error Resolution Resolution FoV PL/SDK| Cost
Feature Technology Range (m) RGB Depth
Google Android Structued 0,5¢4,0 - 4MP 320x180 90 120°- C/C++ ~450e
Tango nght Time 1800
of Fight,
Stereo
Structure i0S, Structued 0,4¢ 3,5 1% 640 x 480 640 x 480 30 58 x 45 C/C++ donp
Sensor Android, nght 60
Windows,
Mac OS
Linux
Kinect Windows, Structured 0,4¢3,5 <4cm | 640 x 480 640x480 | 15 | 57°x43 CIC++, dmcn
Mac OS, Light 30 C#,Java,
Linux Python,
VB
Kinect 2 Windows, Time of 0,5¢4,5 - 1920x1080 | 512x424 60 | 70°x 60 CICH, dmcn
Mac OS, Flight C#
Linux

Another important aspect to take into account is the 3D imaging technology used in each case for the

recognition of the environment in three dimensions. The available technologies are:

1 Time of flight
i Stereoscopic vision
1 Structured light (fixd or programmable)

10
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Table2.2. Comparison between 3D imaging technolodes

Operational
principle

Point cloud
generation

Latency

Active
illumination

Low light
performance

Bright light
performance

Power
consumption

Range

Resolution

Depth accuracy

Scanning speed

Applications
Location

Identification

Measurement &

Inspection
Biometrics

Ul Control/
gaming

Augmented
reality

IR pulse, measure light

transit time

Direct out of chipset

Low

Yes

Good

Medium

Medium/high

Scales with distance

Short to long range

Depends on laser power

& maodulation

QQVGA, QVGA =

Roadmap to VGA

mm to cm

Depends on resclution
of sensor

Fast

Limited by sensor speed

Learn more

1

Two 2D sensors
emulate human eyes

High SW Processing

Medium

No
Weak

Good
Low

Mid range

Depends on spacing
between cameras

Camera Dependent

mmtocm

Difficulty with smoaoth
surface

Medium

Limited by software
complexity

Learn more

Single pattern visible or IR
illumination, detects distortion

Medium SW processing

Medium

Yes

Good

Medium / weak

Depends on illumination power

Medium

Very short to mid range

Depends on illumination power

Projected pattern dependent

mm to cm

Medium

Limited by SW complexity

Learn more

products/opticalsensors/3dtime-of-flight/technologycomparison.html

Multiple pattern visible or IR
illumination, detects distortion

SW processing scales with # of patterns

Medium

Yes - customizable spectrum

Good

Medium / weak

Depends on illumination power

Medium

Scales with distance

Very short to mid range

Depends on illumination power

WWGA to 1080p =

Roadmap to WOQXGA

pmto cm

Fast/ medium

Limited by camera speed

Learn more

Texas Instrument¢ Comparison of 3D imaging technologies, available hdrep://www.ti.com/sensing

11



http://www.ti.com/sensing-products/optical-sensors/3d-time-of-flight/technology-comparison.html
http://www.ti.com/sensing-products/optical-sensors/3d-time-of-flight/technology-comparison.html

SELF-MANAGEMENT OF PHYSICAL AND MENTAL FITNESS OF OLDER WORKERS

Project coordinator: Poznan Supercomputing and Networking Center, ul. Jana Pawta Il 10, 61-139 Poznan, Poland, email: fit4work@fit4work-aal.eu

Taking into account the requirements of the Fit4\Waiystem we have to select a thnology adapted to
smartphonesAs the Structure Sensor is a more robust and stable technology, we select it as the principal
3D technology for providing 3D imaging capabilities to the FitdWork sy®&esides, the StructerSensor
hasproven to provide a higher accuracy for smaller rooms at short distanbe2i), and it is possible to

use several Structure sensors in the same area without interfefence

Although the Structure Sensor is mainly oriented to iOS devicea vork in other platforms, for which a

set of Open Source Drivers are availdiléere is an official Structure SDK mainly prepared for the creation
of native applications in XCode (iOS), but there are also plugins that allow integrating the sengaitin a
(C#) project which is a game development platform that enables the creation of high quality 3D/2D
multiplatform applications.As Unity is also compatible with the Kinect Sensor, the 3D Motion Sensing
Module can be implemented for both technologesng the same project (no extra effort required)

2.2.2. Capturing movement with RGBD sensors

On the one hand, the use of depth data combined with RGB information simplifies the task of tracking
human movements compared with the use of traditional RGB image senBoe depth data is invariant to
changes in the colours or the illumination of the scene. Besides it allows filtering the elements by the
distance to the sensor, which allows detecting the users in front of the sensor with a higher accuracy for
human tracking applications. Thus, the use of depth information will improve the results of gesture and
movement recognition.

On the other hand, the RGB data captured can be displayed to the user during the exercises as if in a
mirror, enabling the users to see andntrol their poses while doing the exercises. As the data is also being
processed and analysed, users can also geitiraal feedback of the good or bad realization of the selected
exercise. This is one of the advantages of using image sensors forsexa@nitoring instead of other
movement sensors, such as wearables with accelerometers.

Furthermore, virtual elements can be displayed on the screen used as a mirror to guide the users in the
realization of the exercises as in videogames. The use of gatifi techniques has been proved to
increase the engagement of users with the realization of activities.

Finally, the RGB videos could be recorded and sent to rehabilitation or medical specialists so that they can
check the performance of the exercisasdahe physical evolution of the users.

As an example, the Spanish company VirtualWare is an existing success story with their product
VirtualRehabthat makes use of these technologies for the rehabilitation of pati¢see Figure 2.6)

% G. Leslie, S. Spann, et al.3D Scanning Technqlogy / 2 YLJI NI} GA @S ' ylfeaarad t I NI 2
Technology Research Series, performed by JBKIMeB2016.

3 Open Sourcdrivers for the Structure Sensdrttps://forums.structure.io/c/opensourcedrivers

* http://www.virtualrehab.info/

12
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2.2.3. Computer Vision libraries
Actually, there are several open source libraries that can be used for the recognition of human movements
and the analysis of physical exercises using-RGBormation. These are the most relevant:

2.3.

1 OpenNI2Framework set of APIs for the development of applications that use natural interactions

between the users and the devices. This library provides body motion tracking, hand gesture and
voice recognition, and can be used with both the Kinect senstitlaa Structure sensor.

OpenCYV librarythis is the most popular computer vision library, providing a wide range of image
processing utilities and computer vision algorithms that can be used for the design of modules for
the recognition of human movementh.has a very big community of developers using openCV and
providing support for any technical issue or problem that may occur, and there are also many
computer vision problems already solved that can be used. It is possible to process RGB and depth
datawith this library, thus it is only required to get the drivers for the sensors selected, that allow
extracting the RGB/depth streams. Libfreenect already solves this issue for Kinect and Kinect 2.

User profile

The targetusers for the system afgealthcareworkers with these profiles

9 Persons aged 565, working in homecare or stationary care services;
1 Persons aged 65working as volunteering informal cageversin a hospital
1 Persons aged 65+, working as volunteering informataskistants.

Criterion 3: Adaptation to user profile
The 3D Motion Sensing Module shoulddwatable for users over 55 years old

13
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2.4. Exercises propos al
The systenis mainly aimed amaintaining the physical and mental capabilitiesadfiltsover 55 years old
considering the partiular case of the people working for the health sector

Regarding the physical state, the system should take into account the musculoskeletal disorders (MSDs),
which are one of the most commaphysical problem&monghealthcare workersParticularly, lowback

pain and musculoskeletal pain in neck and shouldaess commonly sufferedy people working in the

health sector.

Criterion 4: Prevention of MSDs

The 3D Motion Sensing Module should &lgle to evaluate physical exercis
that help preveting musculokeletal disorders, particularly those related wi
problems in low back, neck and shoulders.

With this criterion, and taking into account the statef-the-art on 3D imagingtechnologies for the
recognition and evaluation of physical movemerdsset of exrcises was selected as potentiakample
exercises to beevaluatedwith the Fit4work toolsLiterature analysis suggests the followingex®rcises
that shouldbe consideredvhen developing the 3D sensing module

f The study of Freimann et®alwho investigated the effects of an 8 week home exercise therapy
programmein people suffering from maetate MSDs in the neck or lower back

f The Low Back School metH&dwhich teacher care and body protection mechanisms.

1 General fitness training recommendations for the realization of shoulder exercises.

Table 23 describes some of tlseexercises

Type Part of the body ‘ Visual description

ROM exercises neck

® See deliverable D4.54.5.2 for discussion omctually selected program ghysicakexercises

CCNBAYFYY ¢35 aSNAalf dz 9 sexetciseNrergy frogeahmedon Fedicaliand I@mbar tangkd Y §
motion among nurses with neck and lower back pain: a gesgerimental study. BMC Sports Science, Medicine and
Rehabilitation. 2015;7:31. ddi0.1186/s13102015-00256.

'W2al sz wod adT 5SN¥I WoY [ LINBOSYyOAsy RS fha fSaraz2ysa F
BlryGl yRNBdzZE ad 90T {tyOKSIi = wWe T D2yIlt t ST Rehahiithc Ps YST =
1994.

14



K

www.fitdwork-aal.eu

Part of the body

Visual description

Stretching
. neck
exercises
Strength.enmg neck
exercise
ROM back
) core, back
exercises
Strengthening core, back, lumbar
exercise muscles, glutes
"
Un_llateral : back, lumbar muscles
stretching exercise
Breathing exercises Low back 4 ll : oo T v
Unilateral
strengthening and Low backcore
abdominal toning

15
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Type Part of the body ‘ Visual description ‘

Glutes and
abdominal Glutes, core
strengthening

Lumbo-pelvic
flexibilization Low back
exercises

Shoulder
strengthening shoulders
exercises

Wrists F \.\'{x - N
strengthening Wrists i I,,l \}\ ’ g
exercises '. J}jﬁ) J‘.. LA

2.5. Evaluation of the exercises from a technological perspective

As mentioned irsection 2.2 Technology analysishe Fit4work system will integrate a 3D Motion Sensing
module based on the use of depth sensors, such as the Structure Sensor or thedflikioect sensotp
analyze the exercises performed by the users in an indoor environmdmse sensors, combined with
computer vision algorithms, should be able to capture the user movements and determine if an exercise
previously selected is corregtexecuted by the user.

The objective of this section is the evaluation of the usédeayth sensors combined with computer vision
algorithms for monitoring users while they execute the physical exercises proptgew to determine
the best approach fothis project

There are many situations that can hinder the recognition of the user gestures: loose clothing, occlusions,
realization of movements not easily visible even by the human eye, etc. Not every exercise can be properly
monitored using camerasubthere are a big variety of them that can be recognized with a good accuracy,
and, as explained, we think that the usedafpth cameras can be an advantage in termsigér experience.
Therefore the exercises already proposed to achieve the goals oFtt#&\Vork projecthave been reviewed

and classifiedn terms oftechnicalfeasibility.

16
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1 Full body frontal exercisesExercises in which the user is in front of the sensor, the full body
appears in the image and there are not occlusions. In this case, #reigas could be analysed

using skeleton tracking algorithms.

Examples: arms extensions, lateral steps, hip abdugctiorese liftX

1 Full body lateral exercisesn which the camera is also placed in front on the user capturing the
whole body, but theexercises should be reviewed laterally, so part of the body is not seen by the
sensor. This case is solvatso with skeleton tracking algorithms but the performance can be
reduced as part of the body is hidden. There are stdtthe-art algorithms thatdeal with this
problem with a more exhaustive calibration and more complex tracking techniques.

Examplesknee lunges, frontal stepabdominal toningexerciseX

) | )

1 Partial body exercisesin which just one area of the body is captured or analysed.igncse, it
will be necessary to create specific computer vision algorithms to track the part of the body under
evaluation. The OpenCV library already provides a set of algorithms for the detection of faces,
eyes, hands, and other elements that could sifgghe design of these algorithms.

Examplesneck exercises, back exercises, hand movements, etc.

17
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Neck Exercises

9 Exercises using external elemenfdumbbells, chairs, elastic bands, etc.) that could have visible
markers that facilitate monitoring the correct realizani of the exercise. This type of exercises can
make use of marker recognition algorithms for object detection and tracking.

Table 24 summarizes the differences in each casegarding the technological requirements and the
extensibilityto newexercises of the same category not taken into account at the design.stage

Sensor Algorithms CV Libraries  Technical | Extensibility Maintainability
Complexiy

FitEx1 | Full body frontal| Depth or Skeleton OpenNI2 + ++++ ++++
exercises RGRBD tracking

FitEx2 | Full body lateral | Depth or Skeleton OpenNI2 ++ +++ +++
exercises RGRBD tracking

FitEx3 | Partial body RGB or | Custom tracking| OpenNI2and ++++ + +
exercises R@&-D OpenCV

FitEx4 | Exercisesusing| RGBor | Marker tracking | OpenNI2and +++ ++ ++
external RGBD & body tracking OpenCV
elements

Although it would be interesting to research the integration of all type of exercisdbeinFit4Work
platform, the efforts will be focused on those exercises that can be evaluated with a depth sensor, that are
FitEx1 and Fit-Ex2. Besides, it would be easier to add new exercises in the categories that require
skeleton tracking algorithmsas it is simpler to characterize and exercise in relation to the body parts
involved in its movements.

18
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3. Module design

3.1. Technical requirements

Apart from the criteria described in the previous section, there are also other requirements for the module
from atechnical point of view, taking into account the functionalities expected from the modslésted

in Table 3.1.

ID ‘ Description
Functionality 1 | Themodule shall ke able to recognize the physical exercises executed by use
FR1.1 Themodule capturesdata from users while they execute a specific exercise u
a depth or RGB sensor.
FR1.2 The data captured from users shall be sufficient to recognize their memuts.
FR1.3 Themoduleallows to characterize and model an exercise.
FR1.4 The module is able to compare a modelled exercise with the movements
user.
FR1.5 The module is capable of recognizing some of the exercises proposed.
Functionality 2 | The module shall be able to extract information of the body of users
FR2.1 Themoduleis able to understand automatically the information provided by
depth or RGHD sensors (depth and RGB data).
FR22 Themoduleis ableto identify the different bodyparts of a user.
FR2.3 The module recognizes a specific pose of the user based on the relative pd
of different body parts.
FR2.4 The module recognizes a specific exercise as a sequence of poses.
Functionality 3 | Registration of new exercises time system
FR3.1 The module allows to registrate a new exercise to be evaluated and recogniz
FR_3.2 The module stores all the exercises to be recognized.
FR_3.3 The module provides a list of exercises already registered in the system.
Non-functional requirements
NFR1 The module is compatible with the Structure Sensor and the Kinect sensor.
NFR2 The module is embeddable in a Unity project (C#).
NFR3 The user interface should be adapted to users aged 55+.
NFR4 The module should be adapted tmartphones(iOS/Android)
NFR5 Optionally, the module should also work in desktop versions (Wind
platforms).

3.2. General overview
Figure 31 presentsthe main componentsthat configurethe system,and the interaction betweenthem.
Table 32 describes those modules in more detail.
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Layers W Description

Sensing layer This layer is responsible for capturing the depth and RGRB fdain
users while they perform the physical exercises. Two type of ser
will be tested: Kinect and Structure sensor.

Development layer | This is the intermediate layer, which is aimed at processing the
provided by the sensing layer to extract nedat information related
to the user movements.
Computer vision algorithms will be used for body recognition
skeleton trackingin order to detect:

1 The body parts (body joints)

1 The user pose

T The execution of a specific sequence of poses
In this layer,the comparison of the user poses with the referer
poses of the exercises expected is also carried out.
To simplify the creation of a solution for multiple platforms (id
Android and Windows), a Unity project will be created, in which
logic of the malule will be integrated. For the use of both sensors, {
development kits will be used: Kinect SDK and Structure SDK.

Application layer The objective of thisayer is the presentation of information to use
and the provision of an interaction chann&bm which users can loa
an exercise, start the automatic evaluation of exercises and
feedback to know if they are moving correctly.
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